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Section 1: Summary of Research

1. Basic Objectives

The primary objective of the proposal was the design and execution of computer
experiments designed to provide the first detailed picture of the dynamics of adsorption
of ions and small neutrals on metal electrode surfaces as well as any concomitant changes
in the electric double layer. Using molecular dynamic (MD) and Monte Carlo (MC)
statistical techniques video movies of these simulations became an integral part of the
effort, since visual aids sharpen our perceptions and allow us to visualize the dynamics of
these processes better than charts and graphs.

After having established the first objective, a detailed analysis was performed of the
electric double layers of charged nonmetallic surfaces with a special focus on charged
(polar) organic surfaces like those found in polymer coated electrodes (e.g. Nafion),
surfactant layers such as: self assembled monolayers, Langmuir-Blodgett films, soap
films and lipid bilayers. The simulations include the dynamics of both the aqueous phase
and the molecules comprising the organic substrate. Bilayers of lipids are particularly
interesting because they serve to model some properties of biological membranes. The
archetypes that have been considered are i) a free standing soap film consisting of a
bilayer with polar head groups (carboxylic acid, sulphate,...) sandwiching a water film,
and i1) a model for a lipid bilayer consisting of an alkanoate or acylsulphate bilayer in
tail-to-tail configuration with polar head groups facing outwards in contact with aqueous
electrolyte.

2. Environment

Over the past fifty years electrochemists have accumulated a vast amount of knowledge
concerning the workings of metal electrode-aqueous electrolyte interfaces. A fairly
detailed picture of adsorption on the surface and concurrent structural changes in the
inner and outer part of the double layer has evolved. We call this the standard model. In
the last decade many new experimental techniques (STM, SERS, SURS, FTIR, SHG, ex
situ UHV, SFG, EXAFS, GIXS) together with improvements in time tested techniques
like chronocoulometry, differential capacitance, ellipsometry, etc., applied to single
crystal electrodes are providing new detailed information on the atomic scale. The
richness in the interfacial structure being experimentally observed clearly requiring a
much more detailed picture than currently available. The standard model with its flat
charged hard wall electrode is under attack!

At the foundation of the standard model are a series of physically appealing but simple
calculations that use experimental data in an internally consistent way or fashion simple
intuitive models to explain particular experiments. The electrode-electrolyte interface
consists of two parts. In the compact part there is a layer of the specifically adsorbed ions
and water molecules in actual contact with the smooth (flat) metal. Outside of this layer
is the diffuse region where the distribution of ions is believed to fall off to bulk values
according to the Gouy-Chapman theory. Attempts to develop a more rigorous theory
have focussed on better representation of the metal and, a better formulation of the




statistical theory. Additionally, there have been simulations of the structure of water at
solid surfaces. However, all this work has assumed the metal to be at the potential of
zero and long range coulomb forces cut off aft 1.0 to 1.5 nm.

What was missing in these simulations was an attempt to rigorously derive the
consequences of the standard model and modifications one might conceive of, for
example, a more realistic representation of the metal surface which would include the
atomic topography. This was the first goal of this proposal.

MD/MC simulations of aqueous electrolytes near metal are made difficult by the
existence of long range forces (r*, n=1,2,3) and images in the periodic boundary and in
the metal surface. In principle, the computation effort (time) grows as O (N 2) in charged
particle number N.

3. Strategy

To achieve the stated goal the strategy was to develop custom MD or MC simulation
codes for dynamics and structure. To avoid the coulomb sum bottleneck describe above
our strategy was to implement the fast multipole method. When appropriate IBM’s
extensive quantum chemistry codes were used to calculate potentials. Additionally, the

latest IBM computer hardware was used for computation and visualization.

4. Pertinent Results

The structure of the aqueous part of the double layer was derived with a variety of codes
in terms of time dependent water and ion probability distribution functions averaged
parallel to the metal surface. Electric fields and potentials were calculated from the
microscopic charge density profiles. These calculations provided a consistent microscopic
picture of ions and water in a double layer including the species next to the charged
surface (inner layer), in the ‘diffuse layer’ (also called the screening layer) and in the bulk
zone. The effect of finite sized ions and water are clearly evident, as is the effect of the
electric field on the orientation of surface water molecules.

Independent of the numerical approach that was chosen the water structure near charged
metal was shown to be no numerical artifact. In 1M NaCl the double layer is about 1 nm
thick (about three layers of water) while in 3M solution the screening layer was found to
be narrower than a water molecule. Water layers at the surface significantly affect the
distribution of ions near the metal, creating features in the probability distribution that are
not describable in the Gouy-Chapman-Stern model.

A more detailed summary was published in Philpott, M. R., Glosli, J. N., “Molecular
Dynamics Simulation of Interfacial Electrochemical Processes: Electrical Double Layer
Screening” ....American Chemical Society, 13-30 (1997). A copy of this book chapter is
included together with copies of all other publications, reports, and abstracts of

. presentations that were the results of this contract.
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Molecular dynamics simulation of 216 water molecules (ST2 model) between charged flat
electrodes 2.362 nm apart showed layering with a few molecules at each surface that broke H
bonds with the bulk and oriented their charges towards the electrode. Compared to uncharged
electrodes, the atomic and molecular distributions were unsymmetric. When a lithium and an
iodide ion were substituted at random for two water molecules, the iodide ion contact adsorbed
on the anode with no water molecules between it and the electrode. The iodide ion appeared
weakly solvated on the solution side to water molecules that preferred to engage in hydrogen
bonding with the network of the bulk solvent. In contrast, the lithium ion adsorbed without
losing its primary solvation shell of six water molecules and was never observed further than
two water molecules removed from the electrode. Its average position corresponded to an ion
supported on a tripod of three waters. The average solvation number was not changed upon
adsorption in this configuration. These qualitative observations and some quantitative results
afford striking confirmation on the one hand and new insight on the other of some aspects of
the standard model of the adsorption of ions on electrode surfaces. Time durations for
simulations were generally between 200 and 800 ps with a basic integration time step of 2 fs.

I. INTRODUCTION

In this paper, we explore aspects of the adsorption of
ions from aqueous solution using molecular dynamics simu-
lation of a relatively simple model. Adsorption is one of the
fundamental processes controlling the structure and dynam-
ics of electrochiemical double layers. The goal is insight and
understanding concerning the local environment around the
adsorbate. The total number of molecules was chosen small
in order to explore time scales up to a nanosecond in dura-
" tion and to check the dynamical stability of the adsorbed
ions. This turned out to be important because the simula-
tions showed that ions with strongly bound water undergo
motion akin to slow “bumping” against a charged surface.
Some important interactions are treated approximately, but
by focusing where possible on comparisons, it is believed
that these approximations do not effect qualitative behavior.
For example, long-range Coulomb interactions are cut off at
0.82 nm. This is perhaps the most serious deficiency, but its
consequences are global and not expected to alter our con-
clusions concerning local water structure around the ions.

There is vast literature describing electrochemical dou-
ble layers and the adsorption of ions from aqueous electro-

lyte solution onto charged electrodes. On the basis of clever

experimentation and deductive reasoning using simple mod-
els, electrochemists have evolved a detailed “standard mod-
el” of the disposition of ions, water, and organics adsorbed
on the electrode in the range of potentials where the electric
double layer is thermodynamically stable.> Early experi-
ments relied on precision measurements of electric current.
In the mid-1940s, Grahame' used a dropping mercury elec-
trode to avoid surface contamination and in classic experi-
ments measured the capacitance of the double layer as a
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function of potential and electrolyte composition. This was
the beginning of the modern era of electrochemistry and the
origin of the standard model of the interface.
~ Consider a solvated ion approaching the surface by a
diffusion process biased by an attractive electrostatic poten-
tial. Before the ion can make contact, some of the weakly
bound water molecules between the electrode and theion are
displaced. The thermodynamic equilibrium involves a bal-
ance of opposing interactions. The most important are elec-
trostatic interaction between ion and electrode, enthalpies of
hydration of ion and surface atoms, and entropy of displaced
water molecules. Generally speaking, large ions (iodide and
cesium) contact adsorb, whereas small ions (fluoride and
lithium) do not. Experimental verification of contact ad-
sorption has been demonstrated by a variety of techniques
including: differential capacitance,® radio tracer,® Fourier
transform infrared (FTIR),’ and surface exafs.®® The mo-
lecular dynamics simulation described below is the first t0
show clearly that contact adsorption occurs for the large
radius ion and not for solvated small radius ions.
According to the standard model, the electric double
layer consists of two parts—a compact part adjacent to the
electrode and a diffuse part stretching from the compact lay-
er into the bulk electrolyte. The thickness of the diffuse layer
is very dependent on ionic strength. For 0.1 M solutionsit s
about 2 nm in extent. The delimiter between the two zones:
the outer Helmholtz plane (OHP), is defined as the plane of

 closest approach of the nuclei of fully solvated ions that 40

not contact adsorb. For metal electrodes, the compact part is
thought to consist of two water layers mixed with contact
adsorbed ions and visiting counterions. Interpretation of ex
perimental capacitance measurements suggests that the
compact layer can be subdivided further into inner and outef

© 1992 American Institute of Physics
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rts. The dividing plane, called the inner Helmholtz plane
HP), cuts through the centers of contact adsorbed ion. So
1 choice of the Lil system has the advantage that contact
sorbed iodide defines the IHP on one electrode and ad-
rbed hydrated llthlum ion defines the OHP on the second
:ctrode.

Ions have been classified according to their adsorbing
ility by Anson.'® Inside the compact layer the specifically
jsorbed ions accumulate on the electrode driven there by
e Gibbs free energy of adsorption. They can change the
s of the charge felt by ions in the diffuse layer. Put another
ay, negative ions such as iodide adsorb strongly on negati-
ly charged metal electrodes, requiring the diffuse layer to
reen a larger effective charge. Likewise, adsorption of an-
ns on positively charged metal electrodes can lead to an
rerall negative charge to be screened by the diffuse layer.
he thermodynamics of contact adsorption has been well
udied within the framework of the standard model. Useful
ibles of Gibbs free energies are given in a number of texts
see, €.g., Bockris and Reddy).'! The main point for this
iscussion is that for large radius ions, the water—electrode
ad ion—electrode interactions are roughly constant and op-
osing. The determining effect is the variation in ion-water
iteraction. Large radius ions with deeply buried charge
:nd to adsorb strongly.

The second part of the electric double layer, called the

liffuse part, consists of fully hydrated ions moving under the

nfluence of thermal forces in the combined electric fields of
he metal electrons and the adsorbed ions. The diffuse layer,
lescribed by Gouy—Chapman theory,> screens the charge
m the electrode. Direct measurement of the diffuse layer
fistribution has been described recently using x-ray fluores-
sence from zinc ions.!? The calculations described here say
rothing about the diffuse layer. To calculate the diffuse layer
1 much larger simulation cell is needed together with the
ability to simulate for nanoseconds.

The molecular dynamics simulations reported in this
paper complement some of the previous work relevant to
electrochemical double layers. Rigorous statistical mechani-
cal models using correlation functions to describe ion distri-
butions and including structure on the metal side were devel-
oped by Henderson, Schmickler, and co-workers.!>'* 4b

initio calculations of the electronic structure of adsorbates

on small metal clusters provided information about adsorp-
tion site bonding and geometry.'>'” There have been a num-
ber of molecular dynamics and Monte Carlo studies of water
near surfaces. The closest was a simulation for 19 ps of eight
Lil and 200 water molecules between uncharged plates.'®
This was insufficient to study ionic adsorption of hydrated
Species. In recent work, Heinzelman,'® Spohr,” and
Berkowitz?! considered adsorption of water on model plati-
— |

ae4;
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num electrodes in the absence of charge on the electrodes.
The platinum—water potential included orientational fac-
tors. Water between charged surfaces has been considered
by Hauptman et al.,”>** Marchesi,>* and by Kjellander and
Marcelja?® for water between mica and lecithin layers. Ions
were not included in these studies. Recently several papers
have addressed the problem of dielectric saturation in bulk
and thin films of water’®?” for a range of field strengths
encompassing the value used here.

In the work described here, we start from a relatively
well-understood system initially explored by Lee, McCam-
mon, and Rossky.?® The calculations reported below first
consider water in the field between charged plates and then
the effect of this field on a system obtained by substituting
Lil for two water molecules.

Il. BASIC MODEL

Many models of the water molecule have been proposed
for use in computer simulations of bulk water and aqueous
electrolytes. At present, the popular models are designat-
ed—ST2,23° TIP4P,*! and SPCE.3? In the calculations re-
ported here, we have elected to use ST2 not because it more
faithfully reproduces bulk water properties, but because the
extensive molecular dynamics calculations by Heinzinger
and Spohr'®*® have yielded a complete set of parameters for
alkali metal ions and halide ions solvated by ST2 water.

A. Interaction energy

In the ST2 model, the Coulomb interaction between wa-
ter molecules is represented as sum of 1/r interactions be-
tween atomic point charges softened for small molecular
separation by a switching function S.2* Without the switch-
ing function, the network of H bonds is too rigid. The short-
‘range part of the intermolecular interaction was modeled by
a Lennard-Jones potential between the atoms. All molecule—
molecule interactions (both 1/7 and Lennard-Jones poten-
tials) were cut off in a smooth fashion at molecular separa-
tion R = 0.82 nm by a truncation function 7. Both surfaces
were treated as flat featureless plates with a uniform electric
charge density of + 0 and — o on the —z;, and + 2,
plates, respectively (z, = 1.181 nm). This gave rise to a uni-
form electric field £ = 47K in the z direction, where K the
electrostatic coupling constant had the value 138.936
kJ nm/(mol ¢?) in the units used in this calculation. Non-
Coulombic interactions between the walls at 2= + z, and
all the ions and water molecules were represented by the 9-3
potential (henceforth called the wall potential) introduced
by Lee et al.?® There was one 9-3 potential for each surface.
This wall interaction is the same for all ions and molecules.
In this aspect, our model of the electrode—electrolyte inter-
face is simpler than the standard model. The complete inter-
action energy Uis

K o 12
U=2 [ qaqﬁ S(RU,R}{,R%)+4€aﬂ[(UaB) _( )]}T(Rl/)
Tap

Tag Top

Bed;
icj

+2{—anz.,+[ Ao B ]

a (zo +25)° (z, +20)

]
(z, — z,)° (z —2z)° ’
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. WATER BETWEEN FLAT CHARGED ELECTRODES
A uncharged electrodes

This case was studied by Lee, McCammon, and
Rossky.?® Their geometry was adopted in this paper and
provided a useful existing frame of reference against which
to compare results. We have repeated all their published cal-
culations using the same parameter set and get essential
agreement.

The simulation of pure ST2 water was performed in two
parts. First, the system was simulated for 250 ps at a con-
stant temperature of 2.411 kJ/mol with configurations
stored every 0.5 ps. The average of the total energy was cal-
culated for the last 200 ps and was equal to

Eypm = — 35.23 1 0.1 kJ/mol. Next, an initial configura-
tion for a constant energy run was generated by taking the
Jast configuration of the constant temperature run and scal-
ing its velocities such that the total energy would equal the
average energy of the constant temperature simulation
( ~ 35.23 kJ/mol). This configuration was evolved for 200
~ps at constant energy and samples were collected every 0.1
ps. The average temperature was found to equal 2.40 4 0.03
kJ/mol (289 K ). The consistency between the constant tem-
perature and energy runs suggests that both runs have sam-
pled a representative part of the equilibrium ensemble.

For a bin size of 0.0236 nm (1/100 of the gap between
the electrodes), the oxygen and hydrogen:z-dependent num-
ber densities are shown in Fig. 1. They resemble those of Lee
et al.?® quite closely. Superimposed is the 9-3 wall potential
with scale given on the right-hand side. Some points of inter-
est are that the broad first O atom peak falls in the range of
the weakly attractive well of the wall potential, the “foot” of

200
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FIG. 1. Some properties of the water ST2 model in zero electric field. Num-
ber density profiles for hydrogen H and oxygen O as a function of position
between the electrodes. Broken line shows the weakly attractive wall poten-
tial,
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the H density extending 0.1 nm (OH bond length) past the
point where the wall potential first becomes repulsive be-
cause the latter acts only on the O atom and not on the H
atoms. The peak in H density near the surface occurs at
smaller |z| than in the O density profile, consistent with an
ice-like structure in which one OH bond points toward the
surface.

B. Charged electrodes

In this section, we discuss the results of a simulation for
water between oppositely charged plates. The plate at
z= — z, carried the positive charge. The uniform electric’
field was equivalent to a surface charge density of 0.11e/nm?
orabout 2 X 10’ V/cm. This is at the upper end of field gradi-
ents believed to occur in electric double layers. The simula-
tion was done at a constant energy of K, = — 35.23
kJ/mol for 200 ps. The average of the temperature was cal-
culated over the last 150 ps of this run and had the value
2.49 4 0.02 kJ/mol (300K).

Figure 2 shows the density profiles for H and O atoms in
the direction z perpendicular to the electrodes. The first fea-
ture of note is the pronounced asymmetry induced in all the
densities. There are sharper peaks near the positive electrode
(z<0). The sharper peak is interpreted as better wetting in
the field which orients and packs more water molecules near
the surface. This occurs where the electrostatic force is com-
parable to the Lennard-Jones interaction. At larger |z],
where the r ~? repulsion dominates, the electrostatic interac-
tion has no effect on the distribution of molecules. The O
density profile is not bodily shifted relative to the zero field

case, but the first peak shifts and sharpens in a move to a

300
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Density py(2)
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N - _
=< 100 20 g
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8 0.0 I LI TIOu ) 0.0
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| | | i |

-0.5 0.0 05 1.0
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/

FIG. 2. Some properties of the water ST2 model in a strong electric field
(2% 10" V/cm). Number density profiles for hydrogen H and oxygen Oasa
function of position between the electrodes.
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more negative z value. The same is true for H except that H
density has a new feature, a pronounced shoulder atz = 1.0
nm not present in the corresponding zero field density.

Figure 3 shows the change in H density when the field is
turned on. Also plotted, for reference purposes, is the H den-
sity with field on. The shoulder on the right-hand side of the
H density can be identified to molecules oriented with the
positive charge towards the negative electrode to increase
their electrostatic interaction. It coincides with z= 1.0 nm
positive lobe of the difference density Apy (z). These mole-
cules will be partially decoupled from the bulk as a result.
The number of molecules contributing to this feature is small

“and was estimated to be one. This number was determined
by subtracting from the “field-on” density, the “field-off””
density to give the Apy (z) shown in Fig. 3. In the case of H,
the integral of the difference Apy, (z) over a small range of z
near the negative electrode was found to be slightly greater
than two. Essentially, the same number was obtained when
this procedure was repeated for the point charge PC in the
vicinity of the positive electrode. On.the average, one mole-
cule at each surface is reoriented as a result of turning on the
field.

Figure 4 shows the charge density Ap, (z) for the entire
ensemble averaged in the xy direction and plotted as a func-
tion of z. For reference, the density of the H atoms is also
shown. The charge density for field on and field off are
shown. Note that in the case of field off, the distribution has
been shifted down to avoid congestion. For field on, the large
negative exaltation at z= — 1.0 nm and large positive exal-
tation at z = 1.0 nm are due to water molecules orienting
their charge to reduce electrostatic interactions. In zero
field, the exaltations are much weaker and positive, indicat-
ing some H atoms are pointing toward the surface. This

300
200 |- t
pu(2) field on v
£
[=4
5 )
£ 100} _ Z
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& ' 2
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-1.0 -05 0.0 0.5 1.0
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FIG. 3. Some properties of the water ST2 model in a strong electric field.
The change in H atom distribution for electric field on and off.
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FIG. 4. Some properties of the water ST2 model in a strong el
Charge density profiles for field on and field off. The H atom der
is shown for reference.

means that for the ST2 model, the waters can optirr
getics of H bonding interactions by adopting an or
with some H atoms pointing toward the weakly a
surface.

IV. SOLVATED IONS BETWEEN FLAT CHARGE
ELECTRODES

In this section, we describe adsorption of lith
iodide ions on charged electrodes (o=0.1
E = 2X 10" V/cm) These ions represent extreme
adsorption. Experimentally, iodide is believed to co
sorb, whereas lithium ions being strongly hydrate«
not lose any waters from the first coordination st
initial configuration consisted of the molecules and i
6 X 6X 6 cubic lattice with parameter 0.31 nm, wit}
sites selected at random. After performing a const:
perature equilibration run, long simulations up tc
were performed at constant energy E, ., = -
kJ/mol to gather statistics. An average temper:
2.40 4 0.01 kJ/mol (T =289 K) was found. Figure
the distribution of the two ions and water across
between the two electrodes. To facilitate interpret
the density curves, the plot is annotated with a nu
circles with diameters equal to the Lennard-Jones o
eters of the ions and water. Also, for the same reas
wall potential is superimposed on the same plot. As
ed, the two ions are adsorbed on electrodes with the ¢
sign in charge. However, it is clear that the way in wi
ions are adsorbed is different. Lithium is hydrated a
not approach the electrode much closer than the dias
a water molecule. Iodide in contrast makes physical
with the electrode; there are no water molecules be!
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e . 150 in mind, the pair correlation was evaluated by counting only
18l | water molecules that were within a cone with a half-angle of
: 60° whose axis was parallel to the z axis and vertex which was
12 ’ AT i, coincident with the ion. There are two such cones. One that
ok ': 1 P ’.3_ 100 - opened into the surface and the other which opened away
_ L] Water p(z) L|*‘ o . E from the surface, which we call the surface and bulk cones,
I:E: st it . . o) respectively. To make the normalization exphclt g(r) isde-
T 9 fined as
% 6 - a
S . : 2
g ar «I" p(2) ) Li* p({)» 2 80 = R d “4)
3 o} g where n(r) is the number of water molecules within both the
8 \ g cone and a distance r from the ion and p, = 33 particles/nm?
0 — PP : is the mean density of water in the central region between the
. ': ,//_’ - plates. In Fig. 6, we show the I/water pair correlation func-
v/ Wall Potential tion averaged over the bulk cone. The pair correlation func-
oo tion averaged over the surface cone was negligible, signifying
! - : the absence of solvent molecules between the ion and the

-1.0 -0.5 0.0 0.5 1.0
Distance z nm

FIG. 5. Distribution of Li ¥, I~, and 214 water molecules in a strong elec-
tric field (2X 107 V/cm) across the gap between the charged plates. The
wall potential is shown for reference. Circles are Lennard-Jones radii for the
jons and water. .

and the electrode. In several simulations, the electric field
was reversed after 200 ps or more, forcing the ions to migrate
across the simulation cell to the opposite electrode. Forcing
the ions to transport across the film must induce consider-
able mixing. Density profiles calculated after flipping the
field were essentially mirror images of the earlier ones. This
supported our assumption that equilibrium was established
in about 100 ps and that it was adequate to start accumulate
statistics after an equilibration period of this magnitude.

A. Position of the iodide ion

In Fig. 5, the iodide distribution is localized against the
wall (bin size is 0.0236 nm and the wall potential is the same
for all molecules). The peakisatz = — 0.90 nm, the closest
approach is z< — 0.97 nm, and the farthest distance is
2= — 0.83 nm. On the average, the iodide ion centet is mid-
way between the minimum and the repulswe region [defined
by ¥(z)>0] of the wall potential. The range of z displace-
ments of the iodide ion center is approximately 0.25 nm for
the simulation shown in Fig. 5. Even during a fluctuation
which places the iodide at its greatest distance from the elec-
trode, there is no room for a water molecule to press between
the wall and ion. It remains in contact with the wall and is to
be regarded as contact adsorbed. This is the first example of a
molecular dynamic simulation of the electrochemical con-
tact adsorption phenomenon.

Now consider the pair correlation function for water
around the iodide ion. Since the ion is adsorbed, the environ-
Tent on the surface side of the ion can be very different from
the environment on the side away from the surface. With this

wall at all times. This is completely consistent with the den-
sity distribution of Fig. 5.

B. Position of lithium ion

The lithium ion z distribution is shown on the right-
hand side (z>0) in Fig. 5. Figure 7 shows the pair correla-
tion function for water around the Li ion. There are separate
functions for both bulk and surface cones. The latter mea-
sures water between the ion and the wall. Unlike the case for

. iodide displayed in Fig. 6, there is a measurable pair correla-
-tion function for waters between the wall and ion. In fact, the
- first peak corresponding to the primary solvation shell is at

2.0
15F lodide lon I”
3
T
S
c .
2
8101
g
5=
[$)
5
o
0.5}
0.0 i | } 1 1 1

00 025 05 075 10
' Radial Distance r nm

FIG. 6. The pair correlation function for water distributed around the ad-
sorbed Lion. Only the distribution within the bulk cone (half-angle of 60°) is

" shown. Theré are no water molecules between the iodide and electrode in

the surface cone.
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FIG. 7. The pair correlation function for water around an adsorbed Li ion.
The inset shows distributions inside cones (half-angle of 60°) oriented
towards bulk and surface.

the same radial position. Theinset in Fig. 7 is the secondary
and further region at greater resolution. The secondary sol-
vation shell is broad, indicating the very considerable mixing
with the bulk. Integration out to the primary shell radius
confirmed the presence of six strongly coordinated water
molecules.

The hydrated lithium ion can be visualized as a large
object consisting of a central ion surrounded by six water
molecules in the shape of a bipyramidal octagon. This object
can adsorb to the surface with one, two, or three vertices
(spherical waters in this model) down. Iodide by contrast
behaves as if it is spherical. As the simulation proceeds, this
large “rough” object bumps and rolls over the charged elec-
trode as it is subject to fluctuations in the hydrogen bonded
solvent surrounding it. This picture allows us to interpret
features of the lithium distribution of Fig. 5 not found for
iodide. The distribution is: (i) peaked further from the wall;
(ii) broader (larger full width at half-maximum); and (iii)
never approaches within ~0.1 nm of the hard repulsive re-
gion at z = 0,934 nm.

The Li ion distribution is confined between z = 0.425
and 0.827 nm. The main peak for Li * occursatz = 0.76 nm.
Compare these hypothetical distances calculated assuming
the ion and water are hard spheres. A lithium separated
from the hard wall by one water molecule
[lz| =10.934 — 0.5(0y; + 04 )] is located at z = 0.66 nm,
and at z = 0.61 nm when the water center occurs at the wall
potential minimum.

The peak position z = 0.76 nm is compatible with the
hydrated Li ion having three of its attached waters simulta-
‘neously in contact with the wall. For this orientation, the
position of the Li nucleus (hard sphere model) would be at

150 - : 30
- -3
g 100 « A 20
) Water p(z) field o
& sl . _ 410
oy Charge pq(2) field on
2 v
[ X
o
. g 0 0
£
=
=
&
5 +-10
=
] ! -20

)

z =0.73 nm with the waters centered at the minimum j
wall potential (V= ¥V, at z=0.884 nm) and at z =
nm when the water centers are positioned at the harg
(atz = 0.934 nm). The position of closest approach of ]
ion in the distribution in Fig. 5 is z=0.827 nm. The
considerable splay of the solvating waters from their n
nal octahedral positions around the ion. Examinatic
three-dimensional computer graphics images showed
the lithium never contact adsorbed even though the s
tion shell was distorted.

At positions farthest from the electrode, the lithim
was well separated, with the centers of water in its pri
solvation shell outside the attractive minimum of the
potential. However, there is not room for two water 1
cules as can be easily visualized by looking at Fig. 5.

C. Water énd the charge density distributions

Figure 8 shows total charge density derived from
rate densities for the two ions, H and PC atoms, refer.
against the water density distribution (water and oxyg
essentially the same). The total charge density looks qu
tively very similar to the case of water without ions shc
Fig. 4.

The water density peaks show sharp structure cl
both walls where the electric field and the local ion
strongly orient the solvent molecules. Thereisalsoa *
in the water distribution at a position corresponding
radius of the iodide. This corresponds to exclusion
solvent by the ion. The area involved corresponds to aj
imately three water molecules. The volume displaced

-1.0 -0.5 0.0 0.5 1.0
Distance z nm

FIG. 8. The charge density profile across the ion-water mixture i1
electric field (210’ V/cm). For reference, the water distributi
shown. Apart from small shifts in peak positions, the shape of t]
density resembles that shown in Fig. 4 for water.
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dide’s Lennard- Jones radius is equivalent to approximately
2.7 water molecules. Clearly the weaker solvation of iodide
‘together with its volume is responsible for the apparent hole.

v. SUMMARY AND COMMENT ON APPLICATIONS TO
ELECTROCHEMISTRY

This paper has demonstrated the value of molecular dy-
namics calculations applied to models of electrified inter-
faces. The model used here, though very simple, appears
capable of simulating aspects of a broad range of phenomena
known to occur at electrodes. Additionally, microscopic in-
sight has been provided in the form of pictures of how ions
and water orient in the presence of an electric field at a sur-
face. The bumping of fully solvated ions against the surface
and the concommitant distortion of the hydration sphere as
the ion approaches closer than the diameter of a water mole-
cule, discussed briefly above, has implications for electron
transfer reactions such as those that occur in the desolvation

of metal ions and deposition of metal. In fields much larger =

than the ones used in the present study, small ions such as
lithium contact adsorb. In passing, we also note that it is
possible to study ion transport across small films using this
model. In a number of simulations, we reversed the field and
followed the migration of the ions across the water film as
they switched sides. In this case, the water molecules reor-
iented within a few picoseconds, well before the ions started
to leave the electrode. Transit times of tens of picoseconds
were observed with the weakly solvated iodide traveling fas-
ter in accotd with the known ionic conductlvmes at infinite
dilution in bulk water.
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Adsorption of Sulfate on Metal Electrodes

Leslie A. Barnes *, Michael R. Philpott and Bowen Liu
IBM Research Division, Almaden Research Center
650 Harry Road, San Jose, California 95120-6099

Abstract

The adsorption of sulfate (S02~) and bisulfate (HSOJ ) on copper has been
studied using ab initio calculations at the SCF level of theory, to aid in the
interpretation of in situ experimental data from the electrochemical interface,
in particular optical and surface X-ray measurements. The calculations are
designed to give qualitative insight rather than quantitative accuracy. Op-
timized structures and harmonic frequencies and intensities are computed for
isolated sulfate and bisulfate, and qualitative agreement with experimental data
is demonstrated. The effect of a uniform electric field on sulfate is also stud-
ied. The structures of Cu®SO3~ and Cu®HSO] are optimized. The bonding
is dominantly ionic, with consequential small orientational dependence of the
adsorbed ligand. We also compute structures for the larger Cu§SO32~ cluster.
The sulfate ion is found to favour a “3-down” adsorption geometry with sul-
fate oxygens occupying on-top sites over the previously postulated “1-down”
structure invoked to explain the early surface exafs experiments. '

1 Introduction

Understanding the adsorption of sulfate on surfaces is a challenging scientific problem
that is also of significant technological interest in connection with battery chemistry,
dissolution of metals in acids, electroplating and polishing, and the incipience of oxide
films. Recent optical and surface X-ray measurements of metal electrodes in con-
tact with aqueous sulfate media have been explained with hypothetical models, with .
sulfate (S027) and it’s hydrolysis product bisulfate (HSO7) in specific. orientations
adsorbed on the metal surface [1}-[6]. Figure 1 shows some of these models.

The high symmetry (Tq4) and many vibrational modes of sulfate that are exclu-
sively IR or Raman allowed make it a potentially useful probe of forces influencing
orientation and of the local field within the electrochemical double layer. Bisulfate,
with lower symmetry, has more vibrational frequencies which may be IR or Raman
allowed, some of which overlap with sulfate modes. This -omplica‘es interpretation

*Mailing Address: Mail Stop RTC-230-3, NASA Ames Research Center, Moffett Field, California
94035-1000
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Figure 1: Proposed Sexafs model of sulfate on upd Cu monolayer on Au(111) V
surface along with some optical models for bisulfate.

of the experimental data, where both sulfate and bisulfate may be present. From a
computational viewpoint, the larger size of sulfate and bisulfate make the calculation
and interpretation of structures and spectra more difficult than for smaller ligands
such as carbon monoxide or cyanide [7]. Nevertheless, because of the existence of sev-
eral proposed structures on Cu surfaces [5, 6] and the variety of other data bearing on
adsorption site geometry and structure [8]-{11}, it is clear that model ab initio quan-
tum chemical calculations could play a crucial role in elucidating geometry, structure
and bonding at the adsorption site. A

The goal of the present work is to use a series of simple models to explore the
interaction of sulfate and bisulfate with metal surfaces and aid in the interpretation
- of in situ experiments. Previous calculations have studied Cu clusters with small
ligands like O, CO, and CN- {12]-{14]. On silver clusters the ligands F-, Cl~, Br~,
I, azide N3, and thiocyanate SCN™ have been studied {15]-{18]. The polyatomi.
and potentially polydentate ligands SO?~ and HSO; are more demanding of compu-
tational resources due to the larger number of atoms and electrons and the variety




performed [10]. Other structure determinations have used STM [30] and AFM [31]
to obtain geometric information about the effect of sulfate on metal adatom sites on
gold surfaces. _

Optical spectroscopy has provided important information about adsorption of
bisulfate and sulfate on metals and also how vibrational frequencies change on ad-
- sorption and with changes in electrode potential. In particular in sity surface FTIR
spectroscopy [1}-{4], [32], has shown how sulfate, bisulfate and water adsorb on poly-
crystalline and single crystal surfaces and single crystals with submonolayer of under
potentially deposited metals. Finally, we point out that other optical spectroscopies
such as second harmonic generation and sum frequency generation {33] have provided
some information concerning the interaction of adsorbed sulfate on metal electrodes
over a wide range of potentials {34, 35].

3 Methods

For isolated SO7~ and HSO; we carry out ab initio all-electron SCF calculations
using analytical derivative methods to determine optimal geometries, harmonic fre-
quencies, and both IR and Raman intensities. The SCF method is expected to give
bond stretches which may be 10-20% too high compared to experiment. However, the
results should be qualitatively correct. For SO2™, we have also carried out geometry
optimizations and frequency calculations in the presence of an applied electric field.
These were carried out under the constraint that the S position was fixed. We have
also computed IR intensities for SO~ in the presence of an applied field, but not
Raman intensities. For the single copper atom and copper cluster calculations with
sulfate or bisulfate, we carry out ab initio all-electron SCF calculations using analyt-
ical derivative methods to determine optimal geometries, with the constraint of Cj,
symmetry for Cu®SO2~ and C, symmetry for Cu?’HSO;. The Cu$SO;~ calculations
were constrained so that the Cuy geometry was fixed at that of bulk Cu metal on the
(111) surface {36] and the Cu§SO?~ cluster had Cs, symmetry.

The sulfur basis is derived from the (12s 7p) primitive Gaussian set of Dunning
and Hay [37], contracted to {6s 4p] and supplemented with two d functions with
exponent 0.9 and 0.3. The oxygen basis is the (9s 5p) primitive Gaussian basis set of
Huzinaga {38}, contracted to {4s 2p] according to Dunning [39). This is supplemented
with 2 diffuse p function with exponent 0.059 [37] and a d function with exponent
0.72 [40]. The basis for hydrogen is the (4s) primitive Gaussian set of Huzinaga,
contracted to [2s] according to Dunning and Hay, and supplemented with a single
p function with exponent 1.0. For Cu we use the (145 9p 5d) primitive Gaussian
basis set of Wachters [41], contracted to [8s 4p 3d] using his contraction scheme 2.
Two diffuse p functions, as recommended by Wachters, and the diffuse d function of
Hay [42] are added, yielding a final basis set of the form (14s 11p 6d)/[8s 6p 4d]. This
basis should be adequate to describe the dominantly electrostatic interaction between
the Cu 4s electron and SO~ or HSOY units.




of potential binding modes. We first examine the isolated sulfate and bisulfate ions,
and then look at the effect of a strong electric field on sulfate. We then model the
binding to the surface first with a single Cu atom, and then progress to larger clus-
ters with four metal atoms, looking at geometries and relative binding energies, using
all electron ab initio SCF Hartree-Fock calculations and analytical derivative meth-
ods. A more complete description of additional calculations for sulfate and bisulfate
including adsorption on ten atom Cu clusters will be reported elsewhere {19].

This paper is organized in the following way. In § 2 we provide a survey of the
experimental data. In § 3 we discuss the theoretical methods used, and in § 4 we
present our results and discussion, first presenting results for S0~ and HSOj, then
Cu®S0%~, Cu®HSO7 and CuSO3%-.

2 Survey of Experimental Data

In this section we briefly describe some of the more important experimental work that
this paper impacts. There are three main areas: adsorption, structure, and optical
spectroscopy.

In aqueous solution sulfate belongs to the class of anion known to undergo specific
adsorption {20, 21] in the range of electrode potential corresponding to a thermody-
namically stable electrochemical double layer. In this process more weakly bound
water molecules between the electrode and the ion are displaced and the ion makes
physical contact with the surface atoms of the metal. This is the origin of the term
“contact adsorption”. Early discussions of this phenomena also considered whether
a chemical bond was formed, but conventional wisdom now describes the adsorption
as primarily physisorption. In practice contact adsorption results from a balance of
opposing free energy interactions of the following type: electrostatics, enthalpies of
hydration of ion and surface atoms, and entropy of displaced water molecules. Gen-
erally speaking, large ions (eg. 1™, Cs*) contact adsorb whereas small ions (eg. F-,
Cat) do not. The contact adsorption series for noble and coinage metal electrodes
immersed in aqueous electrolyte is BFy < PFg < Cl07 < F- < HSO; < S0%~ <
Cl- < SCN™ < Br~ < I" |21, 22]. Verification of contact adsorption for sulfate and
bisulfate on metals has been demonstrated by a variety of classical electrochemical
techniques including cyclic voltammetry [23]-[25], differential capacitance [26], and
radio tracer analysis [27]-{29].

Structure determinations by surface X-ray scattering have proved very important
because actual geometric information has been derived. For example Blum et al. [5, 6]
proposed the first structure for sulfate adsorption. These results are particularly
important because it was proposed that sulfate may occupy an on-top site with the
Cu-0-S bond parallel to the normal of the (111) surface plane. Complimentary X-
ray studies have been reported for various Au surfaces [8, 9]. Similar on-top site
geometries have been proposed for adsorption on Cu(100), obtained by emersing the
electrode from acidic sulfate solution prior to tranfer into UHV where LEED was
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Figure 2: Isolated SO~ and HSOJ structures. Bond lengths are in a.u. and angles
are in degrees (1 a.u. = 0.529177 A).

. The programs CADPAC {43] and the Cambridge Direct SCF [44] are used, im-

plemented on an IBM 3090/300J and RISC SYSTEM/6000 computers at the IBM
Almaden Research Center. CADPAC was modified to compure frequencies and inten-
sities in the presence of an applied electric field according to the methods of Duran et
al. [45].

4 Results and Discussion

4.1 Isolated SO} and HSOZ ions

To illustrate the qualitative accuracy of the calculations, we consider here the struc-
ture and vibrational frequencies of isolated SO~ and HSO;. We emphasize, however,
that our results are for “gas-phase” species — so the comparison with experiment will
only be qualitative. Nevertheless, the results are useful.
: The structure of isolated SO}~ and HSOJ are illustrated in Figure 2. Isolated
SO{™ has tetrahedral symmetry (Tq point group), whereas HSO; has a single plane
of symmetry (C, point group). The computed bond distance for SO3~ of 2.80 a.u. is
in good agreement with the experimental value of 2.82 a.u., which is the value in the
Na,;50, crystal and also is the average value in the K;SO4 crystal {36]. The computed




Table 1: Summary of the SO}~ harmonic frequencies and intensities

Mode | Freq. | IR int. | Raman int. | Expt. Freq.®
cm™! | km/mol { Atfamu cm™?
vo(e) 471 0 2.3 451
V4(t2) 666 50 2.4 618
n(a;) 1035 0 24.6 981
vs(ty) 1174 605 82 1104

¢ Aqueous Na;SO4 [49]

structure of HSOJ is also in general agreement with data from crystal structures of
KHSO, {46] and NHHSO, [47]. For example, in KHSO, the 5-03 distance is around
2.72 a.u., whereas the S~O1 distance is longer at around 2.77 a.u., due to hydrogen
bonding with other HSOJ units in the crystal. The S-02 distance is around 2.96 a.u.
in the crystal, shorter than the theoretical result, again an effect due to hydrogen
bonding in the crystal. The O-H distance is only 1.37 a.u. in KHSO4 and NHHSO,,
compared with the 1.79 a.u. value found here. This difference is larger than could
reasonably be expected. However, as discussed by Nelmes [47], the “expected” O-H
bond distance in other hydrogen bonded systems is in the range 1.8-1.9 a.u. For ex-
ample, the O-H distance in H;SO, [2, 48] is 1.83 a.u. Therefore the theoretical value
seems very reasonable. Regarding the angles, there is again qualitative agreement,
except for the £5~-O-H which is not unexpected based on the bond distance differ-
ences. For example, in KHSO,, the £03-5-02 is around 105°, compared with 104°
theoretically, and the Z03-5-01 is 111° compared with 115° theoretically. There is
some difficulty making direct comparisons, due to hydrogen bonding and other “crys-
tal” effects — however, the theoretical results are qualitatively correct. Thus, for
HSOj, the lengthening of the S-OH bond distance and the shortening of the other
S-O distances compared with the S-O distance in SO}~ is seen in both the exper-
imental and theoretical results, and the changes in the bond angles are also in the
same general direction.

The computed frequencies and intensities for SO~ are given in Table 1 and
are in good agreement with the aqueous Na,SO, results, although the symmetric
stretch is too high, as expected at the SCF level of theory. In general, frequencies
which are too high- also correlate with bond distances which are too short at the
SCF level of theory — however, external media effects in the solution or crystal
environment make specific comparison between the frequencies and bond lengths
difficult. In fact the agreement between the computed and experimental frequencies
is somewhat fortuitous — the aqueous results will undoubtedly be affected by factors
such as hydrogen bonding [49], whereas the effect of electron correlation has not been
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Table 2: Comparison of computed HSQJ frequencies and intensities with experiment

Freq. | IR int. | Raman int. | Expt. Freq.®

cm™? | km/mol | AY/amu cm™!
a" 130 93 2.3 145
a' 441 4 1.5 447
a" 476 11 1.1 418*
a’ 616 52 2.8 576
a” 641 71 2.8 589
a' 642 27 3.8 610
a’ 861 330 9.5 883
a' 1157 123 184 1022
a' 1258 132 3.0 1044
a” 1351 521 4.7 1194
a’ 1409 467 40 —<
a' 4176 3 61.2 3510

¢ Frequencies from Raman spectrum of NH{HSO( crystal (See reference [49] and
references therein)

b There is another a” mode reported at 407 cm™?

¢ Frequencies in the range 1360-1390cm™! have been reported from IR, spectra of
molten KHSO, (See reference {49] and references therein)

accounted for in the calculations. However, the qualitative agreement is good, the
pattern of vibrational levels being well reproduced. For the intensities there are no
absolute measurements. However, it is known that v is the most intense IR band for
S0%-, and that 1, is the most intense Raman band, which is clearly demonstrated in
the theoretical results.

The computed harmonic frequencies and intensities of HSOY are given in Table 2.
We denote them according to their symmetry label in the C, point group. We also
present experimental frequencies for HSO( in the NHHSOQ, crystal, taken from the
work of Dawson et al. {49]. We see overall qualitative agreement between the theoret-
ical and experimental frequencies, with the S-O stretches being somewhat too high
as found for SO3™, except for the S—OH stretch which is too low, possibly correlating
with the error found for the S~OH bond distance, which was too long. Quantitative
agreement should not be expected due to both limitations in the theory and other
effects such as additional hydrogen bonding in the solid, which is expected to lower
the experimental O-H stretching frequency. As far as the intensities are concerned,
the computed results seem to be in fair agreement with the experimentally observed
values in that the most intense Raman band experimentally is the 1022-1044 cm™!
band and this corresponds to the 1157 cm™! band in the theoretical calculations.




Figure 3: SOZ~ structure in the presence of an electric field along a C3 axis. Bond
lengths are in a.u. and angles are in degrees (for the electric field, 1 a.u. =
5.14221x10° V/cm).

Furthermore the order and relative intensity of the four bands at 642, 862, 1157,
and 1258 cm™! are not expected to change because all these modes have the same
symmetry. Overall, the theoretical methods used here give useful qualitative, though
not quantitative, results.

4.2 SO in the presence of an electric field

In this section we consider the effect of an applied electric field on the structure,
frequencies and IR intensities of SO2~. This analysis is useful as a simple model of
electric field effects at an electrode surface, and also in the analysis of binding in the
copper plus sulfate clusters. The magnitude of the field was fixed at 0.01 a.u. (5x107
V/cm), corresponding to the strong electric field expected in the electrochemical
double layer 13, 50]. '

The effect of the applied field on the structure of SO2- is illustrated in Figure 3.
The field is applied along 2 C3 axis, with a positive and negative sign, and the SO3~
unit has Cs, symmetry in both cases, with different bond distances and angles. Con-
sidering first Figure 3(a), we see that the S-O1 bond has lengthened significantly from
the isolated ion value of 2.80 a.u., whereas the S-02 bond has shortened. However, .
the shortening effect is smaller since the S-02 bond lies at a greater angle to the ap-
plied field. The bond angles show effects consistent with the distances. The 01-S-02
angle has decreased from the isolated ion value of 109.5°, whereas the 02-5-02 angle
has increased. Thinking of the S position as fixed, we see that all the O atoms have




Table 3: Summary of the SO~ frequencies (cm™?) and IR intensities (km/mol) with
. an electric field along S-01 (Cs, symmetry)

-0.01° au. | +40.01° a.u.

v [IRint.| v [IRint.
(e 4l 01 4 01
ve) 666 542 665  44.6
v(a;) 664 378 667 58.8
n(a) 1015 1382 1028 203
vs(e) 1210 5830 1136 6263
vs(e;) 1113 517.3 1248  547.5

¢ The orientation of the field corresponds to Figure 3(a)
b The orientation of the field corresponds to Figure 3(b)

moved in the direction opposite to the applied field, as may be expected due to their
negative charge. Reversing the direction of the applied field (Figure 3(b)) has the
expected effect — the O atoms all move in the opposite direction, so that the bond
distances and angles change in the opposite sense but by about the same magnitude
as for the first field direction.

The computed harmonic frequencies and IR intensities for SO3~ in the presence
of an applied electric field are given in Table 3, which are to be compared with the
isolated ion results of Table 1. The frequencies in Table 3 are identified by the original
labels (11 — v4) used in Table 1, as the assignment is quite clear even though the
symmetry is lower. We see that the ¢; modes of the T; point group have split into a;
and e modes for the Cj, point group in the presence of the applied field. Also, v, and
v, are barely affected by the applied field, presumably because these modes involve
motions which are predominantly perpendicular to the applied field. Because of their
low IR and Raman intensity, these modes are difficult to detect experimentally.

Of more interest are v; and v, as these are intense in the Raman and IR regions,
respectively (see Table 1). Although we have not computed Raman intensities in
the presence of an applied field, it is likely that »; will still be the most intense
Raman band in this case also. From Table 3, for the -0.01 a.u. field, we see that the
lengthening of the S-01 bond (Figure 3(a)) results in a reduction of the v3(a;) mode
by about 20 cm™! and the v3(@;) mode by about 60 cm™, a large effect. In addition,
v has gained some IR intensity, possibly due to interaction with the intense v3(a;)
mode. The v3(e) mode has increased in frequency by about 35 cm™, reflecting the
shorter S-02 bond distance. We note that v, involves both S~01 and S-0O2 stretches,
so that in the presence of the applied field there is a balance between effects which
increase vy (shortening the three S-02 distances) and decrease vy (lengthening the




S-O1 distance).

From the 40.01 a.u. results of Table 3, we see that reversing the direction of
the applied field has a similar effect on the frequencies as for the bond distances.
The v1(a;) mode is again reduced in frequency, although the effect is smaller than
for the -0.01 a.u. field. This shows, however, that an intuitive guess based on the
bond distances is not entirely appropriate for predicting the frequency shifts — in
this case, the additional 15(a;) mode has an effect on the ;(a;) mode, in one case
moving down in frequency and the other case moving up. It is probable that this
shift in v3(a;) has a subtle but important effect on v;(a;) for the —0.01 a.u. field case,
increasing the IR intensity and reducing the frequency. Further evidence for this may
be seen from the IR intensity of v;(q;) in the 4+0.01 a.u. field case — the increase is
much smaller than for the —0.01 a.u. case, because ¥3(a;) has moved up in frequency
rather than down. The v3(e) modes are shifted down in frequency for the +0.01 a.u.
field case, as expected.

If we were to consider the metal surface to be perpendicular to the applied field
direction, then we must keep in mind the fact that the e modes will not be observable
on 2 surface. This is because the IR intensity arises from a dipole moment derivative
which is parallel to the “surface”, which will be cancelled by image charge effects (ie.
the surface selection rule). Therefore it is the a; modes which are the most important,
as these involve dipole moment derivatives which are perpendicular to the “surface”.
These simple model calculations indicate that the orientation of the SO~ molecule
on the surface may be determined by the frequency shift of the intense v3(a;) mode.

4.3 Cu’SO? results

In this section we consider two Cu®SO3~ structures, illustrated in Figure 4, denoting
them as “1-down” and “3-down”, respectively. There are other structures which may
be important — for example, there is a “1.5 down” structure with a Cu~01-S angle
of 122°. This lies around 2 kcal/mol below the 1-down structure. In the current work
we consider only the Cj, structures, postponing discussion of alternative structures
to future work [19] :

The interaction of SO~ with the Cu atom is mainly electrostatic, dominated
by charge-induced dipole interactions. Remembering that SO3~ has no permanent
dipole moment, this means that the binding energy of SO;~ to a single Cu atom is
not especially sensitive to the orientation of the SO3~ unit. The 4s electron on Cu
polarizes away from the SO%~ unit, forming an sp hybrid orbital in order to both
reduce the repulsion and create an attractive electrostatic interaction by forming a
positive region of charge on the SO?~ side of the atom — an induced dipole. The
interaction is strong — the binding energy of the structure illustrated in Figure 4(2)
is around 37 kcal/mol. For comparison, at an equivalent level of theory the binding
energy of Cu®H;O is less than 1 kcal/mol (a Van der Waals complex), whereas the
binding energy of Cu*H,0 is strong at around 32 kcal/mol.
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$—02 2.77 /.CuP—-02-S 79°

(b)
Cs, ("1 down"); Csv ("3 down™);
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Figure 4: Summary of Cu®SO?" structures in Cs, symmetry. Bond lengths are in
a.u. and angles are in degrees. :

The two structures are separated energetically by 6 kcal/mol. The Cu-O bond
distances in each case are very different. The Cu-01 distance of the 1-down structure
is reasonable — for example, the early surface exafs experiments [5] found a value of
3.9 a.u. The Cu-02 distance of 4.83 a.u. for the 3-down structure is much greater —
in this case the limiting factor is the inability of the SO~ unit to distort sufficiently
to allow a stronger interaction between the Q2 atoms and the Cu, combined with the

‘repulsion between the formally positively charged S and the positive charge due to

the induced dipole on the Cu atom. The fact that there are three O2 atoms involved
in the interaction offsets these factors to some extent.

It is of interest to compare the bond lengths and angles of the SO~ unit in
Cu®S02~ (Figure 4) with those of SO3~ in the presence of an applied field (Figure 3).
For the 3-down structure, we note that the S-02 distance is the same as in free SO ™,
in contrast to Figure 3(b), where it is slightly longer. However, the 02-5-02 angle
is smaller for the 3-down structure than in Figure 3(b). These differences are due
to the more localized nature of the electrostatic interaction between Cu and SO~
compared with- the uniform electric field of Figure 3. Overall, however, there is a
remarkable similarity between the SO2™ unit in the 1-down structure and the applied
field structure of Figure 3(a), and the SO}~ unit in the 3-down structure and the
applied field structure of Figure 3(b). This is due to the dominantly electrostatic
nature of the interaction of SO~ with Cu — the Cu atom with an induced dipole
is quite similar to an applied electric field, as far as the SO3~ unit is concerned. In
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Figure 5: Summary of Cu®HSO7 structures in C, symmetry. Bond lengths are in
a.u. and angles are in degrees.

future work [19] we will consider whether this also applies to the frequency shifts
for the SO}~ unit in Cu®SO;~. At the present time we simply state that they are
expected to be qualitatively similar to those found for SO~ in the presence of an
applied field. '

44 Cu’HSOj structure

We now consider two Cu®HSOy structures, illustrated in Figure 5. As for Cu?S03~,
there are other possible structures. However, these are the lowest energy structures
which we have found. "

There are two important differences between S02~ and HSO;, both due to the
presence of the H in HSO7. The first is the reduced charge of HSO7, which results in
a smaller charge-induced dipole interaction in Cu®HSO;. This is illustrated by the
reduced binding energy of Cu’?HSOJ, only around 14 kcal/mol, less than half that
of Cu®S0O%~. The second difference is the presence of a permanent dipole moment
in HSO7. Considering Figure 2(b), the permanent dipole is oriented in the S-02-H
plane, approximately perpendicular to the 03-S-03 plane, passing through the S
with the positive end at the OH end of the molecule. There will be an effect which
tends to orient the dipole to maximize the dipole-induced dipole interaction. However,
this is a secondary eftect compared with the charge-induced dipole interaction. This
is illustrated by the two structures shown here — the orientation of the dipole is
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different in each case, yet the structures have very similar energies.

The Cu-O1 bond distance is longer in Cu®HSO] than Cu®S03", reflecting the
lower binding energy of Cu’?HSO;. Comparing the HSOj structure in Cu®HSO]
with the isolated HSOJ structure of Figure 2(b), we see similar effects to the SOZ~
structural changes in Cu®SQ3™, but again these are not as large since the interaction
is weaker. In addition, the symmetry is lower. The S-O1 bond distance is greater
in Cu’HSO; compared with HSO7, and the S-02 and S-03 distances are shorter.
The angles also change in a way consistent with that found for SO3~ in Cu®S0%~ —
the negatively charged oxygens move toward the positive side of the Cu, whereas the
positively charged H moves away. This decreases the 01-5~02 angle, for example,
and increases the S-O2-H angle.

There are several other possible structures for Cu?’HSO; when compared to
Cu®S02%", mainly because of the lower symmetry of HSO; compared to SO3~. How-
ever, the most important difference between Cu®S0?~ and Cu®HSOy, that is the
wezker binding leading to smaller geometric distortions of HSO7 in Cu®HSOy, will
also apply in these other cases. This also means that, if HSO7 and SO%~ adsorb on a
Cu surface with a similar orientation, the frequency shifts for HSO; may be expected
to be smaller than for SO3~. However, since the frequency shifts are very dependent
on the orientation, this cannot be taken as a general rule.

4.5 CujSO?% structures.

In this section we present results for two structures of Cu$S03™, illustrated in Figure 6.
These are chosen to illustrate important limitations in the single copper atom model,
but also to illustrate the utility of that model in the qualitative understanding of the
interaction of SO%~ and a copper surface.

One valid question is why consider the single copper atom calculations at all,
given that we are also presenting the Cuy results. There are several reasons — firstly,
it is computationally feasible to compute harmonic frequencies and IR intensities for
Cu®S0%~ and related systems. Although we have not presented these results here,
this will appear in future work [19]. Secondly, the Cu®SO3" results give good insight
into the nature of the Cu-SO;™ interaction, without the additional complications of
cluster artifacts which may appear (see below). Finally, the single copper calculations
serve as a starting point from which to plan the more computationally intensive Cuy
calculations. '

The four atom copper cluster used here illustrates the additional binding possi-
bilities of SO~ on the Cu(111) surface — the 3-down and 1-down models now contain
interactions with three copper atoms. Before discussing CudSO3™, however, we must
note some additional limitations of the cluster model.

For the Cuy and the Cu$SO2%~ clusters, we have currently used a closed-shell

singlet coupling of the Cu 4s electrons. There are other possible couplings — in
particular, several triplet states, which we will be studying in future work. Whether
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Figure 6: Summary of CudS03"~ structures showing ontop and three fold hollow
sites. Bond lengths are in a.u. and angles are in degrees.

a singlet or triplet coupling of the electrons is chosen, there are problems which arise
from using the cluster model. Cuy is in reality a small molecule with a valence shell of
4s-like electrons, rather than an accurate model of a metal surface. The occupation of
the valence shell leads to an asymmetric charge distribution in C3, symmetry, so that
Cul in Figure 6 carries 2 net negative charge and the three Cu2 atoms carry an equal
net positive charge, for the closed-shell singlet coupled case. This gives the cluster
an overall dipole moment which in this orientation favours the binding of a negative
ion such as SO}~, and so absolute binding energies are not well defined. However,
relative binding energies should still be qualitatively useful.

The two structures of Figure 6 illustrate the importance of multidentate bond-
ing for SOZ~ on copper. The 3-down structure is much more stable than the 1-down
structure over the 3-fold hollow site. The binding energy of SO3~ to Cuy (closed shell
singlet coupled) for the 3-down structure is 54 kcal/mol, compared with 31 kcal/mol
for the 1-down structure. The binding energy for the 3-down structure is also much
higher than that of SO~ bound to Cu (37 kcal/mol, § 4.3). Some part of the increased
binding energy for the Cuy cluster in the 3-down orientation is due to the permanent
dipole moment of the Cuy cluster. However, the large difference of 23 kcal/mol be-
tween the 3-down and 1-down cases for CudSO3™ indicates that the 3-down structure
may be favoured on Cu(111). Interestingly, the Cu-Q distances are very similar for
both cases, just over 4.1 a.u. However, the interaction of three negatively charged
O atoms in the 3-down case obviously leads to a much stronger interaction than the
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1-down case. The Cu-O bond length of 4.1 a.u. is reasonable when compared with
the surface exafs value of 3.9 a.u. discussed previously. However, we do not expect
quantitative agreement.

It is useful to compare the structures of the SO2~ units in Figure 6 with the ear-
lier Figures 3 and 4. The SO~ unit for the 3-down structure of Figure 6(a) is quite
similar to that of Figure 3(b), indicating again a dominantly electrostatic interaction.
Compared to the Cu®SO?~ result (Figure 4(b)), the angles of the SO~ unit in the
Cu$SO2~ 3-down structure indicate less distortion, due to the oxygens being in a more
favourable position in the CudSO%~ structure. The 1-down Cu$SO:~ structure, al-
though much higher in energy, is still interesting. We see again qualitative similarities
to the earlier results of Figures 3(b) and 4(b). However, the distortions of the an-
gles and the S~O1 bond distance are much greater in the 1-down Cu$SO3 structure.
Although the interaction is probably still dominantly electrostatic for the 1-down
structure, the very long S-O1 bond distance may be indicative of the formation of
a weak chemical bond between the Cuy cluster and the SO~ unit. Comparing the
bond lengths and angles of the Cu§S0O2%~ 1-down structure with those of HSO7 (Fig-
ure 2(b)), we see qualitative similarities. Althought the distortions are not as large
in CudS0Z%~ as in HSOj it is clear that the 1-down structure is some way along to a
chemically bonded species, in contrast to the 3-down structure, which is electrostati-
cally bound.

Regarding frequency shifts for SO~ in Cu$SO2%~, we simply note from the geo-
metric distortions of the SO~ units that they are expected to be qualitatively similar
to those found for SO?~ in the presence of an applied field, and the 1-down shifts may
be larger than the 3-down shifts.

5 Conclusions

A series of model calculations have been presented which aim at helping to interpret
the results of in situ experimental data on the adsorption of SO~ and HSOJ on
metal surfaces. The current calculations are aimed at adsorption on copper, but the
qualitative nature of the results means that the conclusions may generalize to other
metals. The geometry optimization, harmonic frequency and intensity calculations
for isolated SO~ and HSO7 indicate useful qualitative accuracy. The application of
a strong uniform electric field to SO}~ gave insight into the response of SO~ to the
local field in the electrochemical double layer, and also gave insight into the nature
of the bonding of SO~ to Cu and Cuy. The frequency shifts computed for SO3™ in
the presence of the applied field could be straightforwardly interpreted in terms of
the geometrical distortions caused by the field. However, the calculations show that
there are some subtle effects for the frequency shifts due to the interaction of modes
of the same symmetry which are not obvious from intuitive arguments based on the
geometrical distortions. In addition, the calculations show that the frequency shift of
the most intense a; mode may serve to indicate the adsorption geometry of SO~ on
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Cu(111), assuming Cs, symmetry.

The interaction between Cu® and SO%~ or HSOy is dominantly ionic, a charge-
induced dipole interaction, so there is not a large energetic difference between the
different structures. The binding energy of SOZ~ to Cu or Cuy is quite high, whereas
the binding energy HSO; to Cu is lower due to the reduced charge of HSO(, giving a
reduced charge-induced dipole interaction. The similarity of the structure of the SO{~
unit in the presence of an applied field with that in Cu®SO%™ serves to illustrate the
ionic nature of the bonding. The lower binding energy of HSO7 compared with SO~
means, that for an equivalent adsorption orientation, the frequency shifts observed
for HSO] may be less than for SO2~. However, since the frequency shifts are very
dependent on adsorption geometry, this statement cannot be taken as general.

The Cu$SO3~ calculations illustrate that, even accounting for artifacts due to
the cluster model, the 3-down multidentate structure of Cu$SO2~ is energetically
much more favourable than the 1-down hollow site adsorption for Cu(111). This is

~ mainly due to the very favourable position of the oxygen atoms over the Cu atoms
on Cu(111). The comparison of the SO3~ structure in Cu§SO%~ with the earlier
structures indicates that the qualitative nature of the frequency shifts for SO3~ may
be deduced from the geometric distortions of the SO3~ units. Finally, the structure
of the SO2~ unit in the 1-down CudSO?~ cluster indicates the possible formation of
a weak chemical bond when compared to the 3-down Cu$SO3" structure, which is
electrostatically bound.

- Continuing and future work includes the consideration of more structures for
Cu®S0%~ and Cu®HSOj, the computation of harmonic frequencies and IR intensities
for these species, the optimization of additional structures for the larger Cu$SO3~
structures and the consideration of even larger clusters such as Cu$,SO2~. When
combined with the current results, these should give more insight into the interaction
of SO3~ and HSO; with metals and metal surfaces.
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Molecular dynamics is used to model the structurc and dynamics of electric double layers
at a charged mctal surface and to ask questions of spectroscopic interest. In particular:
What is the molecular basis for changing the position of the outer Helmholtz planc

(OHTP) thereby tuning the clectric ficld across the inner layer? Another topic is the mi-
croscopic basis of modulation spectroscopies like SNIFTIRS Our MD simulations of an
immerscd clectrode show features corresponding to: compact layer, diffusc layer, highly
oriented water layer next to the metal when the electrode is charged and ions are present,
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contact adsorbed jon and diffuse layer ion when the clectrode is uncharged, poorly ori-
ented surface water when the electrode is uncharged. All these propertics arise from the
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Molecular Dynamics Modeling of Electric
Double Layers with Spectroscopic Applications

Michael R. Philpott and James N. Glosli{
IBM Research Division, Almaden Rescarch Center
650 Tlarry Road, San Jose, CA 95120-6099
tLawrence Livermore National Laboratory,
University of California, Livermore, CA 94550

Introduction and Model

We usc molecular dynamics (M1) to model the structurc and dy-
namics of clectric double layers at a charged metal surface and to
ask questions of spectroscopic interest. In particular: What is the
molecular basis for changing the position of the outer Ilelmholtz
planc (OI1P) thereby tuning the electric field !+ 2 across the inner
layer? Another topic is the microscopic basis of modulation
spectroscopies like SNIFTIRS 3. Our MD simulations of an im-
mersed electrode show fcatures corresponding to: compact layer,
diffuse layer, highly oriented water layer next to the metal when
the electrode is charged and ions are present, penetration of nom-
inally diffuse layer species into inncr layer, ion pair formation be-
tween contact adsorbed ion and diffuse layer ion when the
clectrode is uncharged, poorly oricnted surface water when the
clectrode is uncharged. All these properties arise from the model
with the restriction that charge on the mctal and aqucous phasc
sums to zero, ic., q,,+q, . =0.

Interaction with the mctal was represented by a 9-3 potental for
Pauli repulsion and attractive dispersive interactions, and an im-
age potential for interaction with the conduction clectrons. On
the sidc opposite the metal the electrolyte was constrained by the
9-3 potential of a “dielectric-like” bounding surface. This boundary
limited the extent of the fuid phasc, and kept the calculations
tractable. System composition was mM " +nX 4+ (N-m-n)I1,0




where N is the number of water molccules in the absence of jons,
and (m,n)=(0,0),(1, 0),(0, 1),(1, 1),(2, I),... . Heinzinger parame-
ters 4 for st2 water modcl and alkali halides MX were used.
Electrostatic fields werc calculated exactly (1.0 cut offs) by the fast
multipole mcthod.

Double Layer on Charged Electrode

We display a sample result here (sce Figure 1) for a system com-
poscd of one Li*, two I and 155 waters in a cubic simulation ccll
with edge length 1.862 nm and periodically replicated in the (x,y)
plane. The metal surfacc at z = 0.932 nm has q,, = +|c|
(anodic). Figure 1 shows the density profiles averaged over the
xy planc as a function of z for all componcnts of the system. The
iodide distribution is sharply peaked ncar 0.7 nm just inside the
repulsive portion (dash line) of the 9-3 potential. The iodide dis-
tribution is compact and the Li' distribution is difTusc. At ncga-
tive z the Li density has the gradual fall off expected for an
electrostatically bound spcciecs. The main component of the Li
density ends at 0.05 nm which we interpret as the position of the
OHP, being approximately two water diameters from the repulsive
wall at z = 0.682 nm. In the region between 0.05 and 0.3 nm the
cation has finite probability of penctrating the inner layer. This
process 1s not part of usual Stern-Gouy-Chapman thcory. The
structure near the metal surface in the densities for water, 11, and
PC (point charge of the st2 model) arises from an oricnted layer
of water with a PC pointing at the metal. This an important result
of our model with implications for modulation spectroscopy.

Application to Surface Spectroscopy

The idea of altering the position of the outer planc to change the
field across the inner layer has been proposed many times I+ 2.
This effect can be modeled with the primative system uscd hcre.
Based on the total charge distribution given in Figurc 1 we sce
that the iodide and oriented surface waters determine the charge




density ncar the metal. Note the positive charge peak at 0.65 nm.
It and weaker positive peaks near 0.4 and 0.2 nm make it difTicult
for positive ions to approach the interface cven though the latter
carrics nct negative charge becausc of two adsorbed anions. Two
opposing eflects operate as cation size is incrcased, and their bal-
ance dctermines the ficld effect. First the OHP will move to more
negative 7 due to larger radius and clectrostatic repulsion from the
positive charge peaks. Second at larger radii the cation hydration
shell is softer making it easicr for the ion to penctrate the inner
layer. In Tfigure 1 the tail between 0.0 and 0.3 nm indicates how
difficult this is for Li ion with its strongly bound solvation shell.
More calculations exploring this effect are in progress and will be
presented at the meeting.

Conclusion and Acknowledgement

Molecular dynamics calculations show that a simple model based
on sound chemical ideas reproduccs phenomena familiar from ex-
periments on the electrochemical interface. Important new in-
sights arise concerning the time averaged electric fields across the
mmner layer which in turn dcepen our understanding of
spectroscopic probes.
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Figure 1. Density profiles for two I-, one Li* and 155 st2 water
molecules next to immersed electrode.  Anodically charged
electrode q,,= +lel. Jodide distribution is compact and Li* dif-
fuse. Metal on rhs, dielectric constraining boundary on Jhs. Dis-
tance across the cell 1.892 nm. Repulsive portion of wall, dashed
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MOLECULAR DYNAMICS MODELING OF ELECTRIC DOUBLE
LAYERS

James N. Glosli and Michael R. Philpott
IBM Research Division, Almaden Research Center
650 Harry Road, San Jose, CA 95120-6099

Constant temperature molecular dynamics calculations of a simple model of a
charged metal electrode immersed in electrolyte show the following features
known to exist experimentally : incipience of a compact layer, formation of a
diffuse layer, presence of highly oriented water layer next to the metal, pene-
tration of nominally diffuse layer species into inner Helmholtz region, ion pair
formation between contact adsorbed ion and diffuse layer ion. All these effects
emerge from calculations with the same basic model when either the electrolyte
composition or the electrode charge are changed. The systems studied had the
general composition nI"+mLi*+(158 - n - m)H,0 where (n,m) = 0,0), (1, 0,
O, 1), (1, 1), and (2, 1). The simulation cell had one metal electrode and one
constraining dielectric surface. The surface charge on the metal was q,=0.te
the latter corresponding to electric fields of about +5x107 V/cm. Net charge in
aqueous phase fixed at q, =-q,, The st2 water model and parameters for lithium
iodide were used in the calculations. The temperature was 290K. The fast
multipole method for long range coulomb interactions was used to calculate all
electrical forces. This is the first application of molecular dynamics combined
with the fast multipole method to study properties of electric double layers at a
metal surface.

INTRODUCTION

This paper describes exploratory molecular dynamics simulations of electric double layers
composed of water and monovalent ions adjacent to a metal surface modeled by a Lennard-Jones
9-3 potential and an image potential. The goal of this work was not to describe a particular
electrochemical systemn in great detail, rather it was to determine whether a broad range of
double layer phenomena (1, 2) were accessible to simulation using simple models based on the
parameters that described bulk properties. For this reason we did not seek to model any par-
ticular metal surface, but rather chose only to imbue our model with minimum characteristics
of a metal. In choosing ions we selected for known extremes of behaviour. Lithium ion was
chosen because it is strongly hydrated and does not normally contact adsorb (same as physisorb)
on noble metal electrodes (1). Consequently lithium ion is expected to be confined to the diffuse
part of any electric double layer that forms. Iodide was chosen because it does contact adsorb
and could participate in any compact layer that formed next to the electrode. These attributes
of the st2 model Li and I ions were demonstrated by Glosli and Philpott (3, 4) for charged
dielectric electrodes. In calculations with ions adjacent to metals electrostatic interactions can




be large and long ranged due to the large dipole constituted by the ion and its image. Conse-
quently when large scale interfacial structures organize in ionic systems it is imperative that the
‘electrostatics’ be calculated efficiently and with sufficient accuracy. For this reason we use the
fast multipole method (fmm) of Greengard and Rokhlin (5), described briefly in a companion
paper (6), to calculate the electrostatic interactions thereby avoiding the use of cut-offs, reaction
fields and the like.

What 1s remarkable about the results of the calculations reported here is that systems with a few
independent ions display the richness of features found experimentally. Beyond the scope of this
present report is an in depth study of concentration effects. We describe only some preliminary
work on effects accompanying an increase in electrolyte concentration. This section is con-
cluded with a brief summary of previous studies in this area. There have been simulations of
films of pure water between uncharged dielectric walls (3, 7-9), and charged dielectric walls
(3, 4, 10, 11). Some of this work is noteworthy because of a predicted phase transition
(10, 11). There have been numerous reports for uncharged metal walls (12-16), (17-20), in-
cluding one for jellium (18) and several for corrugated platinum surfaces (15-17, 19, 20) pre-
dicting water at on top sites oxygen down on Pt(111) and Pt(100). There have also been some
for electrolyte solutions between uncharged and charged dielectric walls (3, 4, 21, 22) empha-
sizing spatial distributions and hydration shell structure. There have been studies for electrolytes
between uncharged metal walls (15, 23, 24). The work of Rose and Benjamin (24) is partic-
ularly interesting because umbrella sampling was used to calculate the free energy of adsorption.
Finally we mention the studies of water between charged metal walls (25), and electrolytes be-
tween charged metal walls (25). In a lot but not all of this work the long range coulomb inter-
actions were treated in an approximate way. The exceptions relied on the Ewald method or some
modification. However the question of full image inclusion and the shape of the containing
boundary has to be resolved even in some of these studies. Spherical boundaries are not ap-
propriate for systems with a slab geometry. For the slab one has to perform the conditionally
convergent Coulomb sums in a manifestly plane wise fashion (26). This is a old problem that
has occurred in other areas of physics in connection with long range electromagnetic fields inside
samples of arbitrary shape. It will not be discussed further here.

THE MODEL

The immersed electrode was modelled as follows. Integral charge in the aqueous phase g Age
was exactly balanced by charge on the metal q,,. This is an essential constraint of our immersed
electrode model. The advantage of the model is we have less than half the number of water
molecules needed to simulate a system with two metal electrodes. The metal was represented
by two linearly superimposed potentials. Pauli repulsion and dispersive attractive interactions
were represented by a 9-3 potential, and the interaction with the conduction electrons by an
image potential. In the calculations described here the image plane and origin plane of the 9-3
potential were coincident. This was tantamount to choosing the image plane and the nuclear
plane of the metal surface to be coincident. This was acceptable in our scheme because the
Lennard-Jones core parameters ¢ are all large and the ‘thickness' of the repulsive wall is also
large (ca. 0.247 nm). On the other side of the simulation cell the electrolyte solution was con-
strained by the 9-3 potential of the second bounding surface (1.862 nm from the image plane
of the metal). We refer to the second surface as a dielectric surface, it's matn role was to limit
the extent of the fluid phase and thereby make the calculations tractable. The simulation cell




[

was a cube with edge 1.862nm. It was periodically replicated in the xy directions parallel to the
electrode surface plane. In summary of what's right with the model can be listed briefly. Long
range coulomb interactions were included in essentially an exact way since all images generated
by the metal surface were counted. The average 'mean field' molecular polarizabilities that get
bulk properties right were included in the parameters defining the water model. Important ef-
fects omitted in this treatment: metal surface topology especially different sites, molecular
polarizabilities, and molecular distortions.

In all the calculations reported here we use the parameters of the Stillinger (27, 28) st2 water
model and the interaction parameters with Li and I ions developed by Heinzinger and coworkers
(29). The st2 water molecule model consists of a central oxygen atom (O_st2 or O for short)
surrounded by two hydrogen atoms (H_st2 or H for short) and two massless point charges
(PC_st2 or PC for short) in a rigid tetrahedral arrangement (bond angle = cos"(l/\[3_ }). The
O-H and O-PC bond lengths were 0.10 nm and 0.08 nm respectively. The only Lennard-Jones
‘atom’ in st2 model is the oxygen atom. The hydrogen H_st2 and point charges PC_st2 interact
with their surroundings (i.e. other atoms and surfaces) only via Coulomb interactions. Their
charges are q,;=0.23570lel and qp=-q,;. The O atom has zero charge. The Li and and I ions
were treated as non-polarizable Lennard-Jones atoms with point mass and charge. The atom-
atom interaction parameters are taken from Heinzinger's review (29). The (g£,0) pairs are
(0.3164, 0.3100), (0.1490, 0.2370) and (0.4080, 0.5400) for O_st2, Li ion and I ion respectively.
The units are € in kJ/mole and 6 in nm . The usual combining rules were enforced for unlike
species, namely: €4 = (EnEss)” and Gup = Y2(0u + Ops). The switching function interval ends
RY and RY all vanish except for st2/st2 pairs, where Ri~"=0.20160 nm and Rj/~"*=0.31287 nm.

The atom-surface interaction parameters were those used by Lee at al (7), A=17.447x10
kI(nm)%mole and B=76.144x10-3 kJ(nm)?/mole for O, I ion and Li ion. The A and B parameters
for H_st2 and PC_st2 were set to zero. The potential corresponding to these parameters describe
a graphite-like surface. The Coulomb interaction between molecules was represented as sum
of 1/r interactions between atomic point charges. These interactions were softened for small
molecular separation in the established manner (7) by a switching function S . As already
mentioned the short range part of the intermolecular interaction was modeled by Lennard-Jones
potential between the atoms of each molecule. All molecule-molecule Lennard-Jones type
interactions were cut-off in a smooth fashion at a molecular separation R =0.68 nm by a trun-
cation function 7. The atoms of each molecule also interacted with the surfaces at z =+ z, where
z, = 0931 nm. Both surfaces were treated as flat featureless plates with a uniform electric
charge density of ¢ on the metal plate at +z,. This gave rise to a uniform electric field,
E =4nKo, in the z-direction where




K the electrostatic coupling constant had the value 138.936 kJ.nm/(mole.e? ) in the units used
in this calculation. Recall total charge on the electrode was q,,/e =0, 1. The complete inter-
action energy U is,

949 Gup 2 Ogp 8 Kqng
({ B [sR;; R R/.R )—- l]+4ea5[( "g y ~( r:g ) ]} TR + aﬂB
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where i and j were molecular indices, and, o and 8 were atomic indices. The symbol A; repres-
ented the set of all atoms of molecular i . The symbol R; was the distance between the center
of mass of molecules i and j. The symbol o was the distance between atoms o and 8. For small
R we followed the practice of modifying the the coulomb energy between st2 molecules and ions
by the switching function S(R, R, Ry) given by,

0 R<R,
R-R,)(3R,—2R-R
S(R,R, Ry) = (R-R,) (3Ry . L) R <R<Ry [2]
(Ry—Ry)
1 Ry<R

The values of R, and R, were dependent on the types of the molecular species that were inter-
acting.

As mentioned above the tails of the Lennard-Jones pair interactions were cut off by the trun-
cation function T. The form of T was given by,

R<R
TR) = ( ( ) ) R <R<R 3]

The same truncation function has been applied to all non Coulombic molecular interactions, with
R[=0.63 nm and R{=0.68 nm. The integers m and n controlled the smoothness of the truncation
function at R} and R}, respectively. In this calculation n=m =2 which insured that energy was
smooth up to first spatial derivatives,

Bond lengths and angles were explicitly constrained by a quaternion formulation of the rigid
body equations of motion (30). The equations of motion were expressed as a set of first order
differential equations and a fourth order multi-step numerical scheme with a 2 fs time step was
used in the integration. At each time step a small scaling correction was made to the quaternions
and velocities to correct for global drift. Also the global center of mass velocities in the x and
y directions was set to zero at each time step by shifting the molecular translational velocities.




ELECTRODES IMMERSED IN ELECTROLYTE

This section describes briefly our studies of the immersed electrode using the model described
in the last section. In the absence of ions 158 water molecules corresponded to about 4.5 layers
of water. The layer was not complete in the sense that in the Lee model (7) the 216 water
molecules organized roughly into six layers. Most of the simulations were run for 100 ps to
anneal the film and then for a further 900 ps to gather configurations used in the construction
of the density profiles shown in the figures. The density plots in Figures 1 and 2 used con-
figurations stored every 1.0 ps. The density plots in Figures 3 to 6 used configurations stored
every 0.5 ps.

158 st2 Waters. Immersed Metal Electrode

Uncharged Electrode. Figure 1 displays water component (molecule center of mass H,O, proton
H_st2, and point charge PC_st2) density profiles p(z) for 158 st2 water molecules averaged in
the xy plane with a bin size of 0.005 nm. The simulation time was 0.9 ns with configurations
stored every 1 ps. There are four clearly visible peaks in H_st2, PC_st2 and H,0, with some
‘pile up’ at the walls. Compared to the previous calculations of Glosli and Philpott (3, 4) the
presence of the metal's image plane has almost no effect on the densities. The charge density
shows weak positive deviations from zero at the boundaries due to the longer length of the O-H
bond (0.1 nm) compared to the O-PC bond (0.08 nm). Qualitatively this appears little different
from the two dielectric surface (3) result.

Anodically Charged Electrode. The results for fieid on resemble those published earlier for 216

st2 water molecules (3) in a weaker field of 2x107 V/cm (equivalent to 0.11 e/(nm)?). In the
current simulation the field is about three times stronger and the film effectively 0.3 nm thinner.
Figure 2 shows the density profiles for a field that repelled protons away from the metal. Notice
that there is an overall Joss in structure in the water density, which appeared distinctly flatter than
the corresponding profile in zero field (compare Figure 1). There was a distinct peak at the
dielectric surface for H_st2 atoms that caused the left hand peak in the charge density. There
was about 1.7¢ of charge in this peak and about -0.5¢ units in the adjacent negative going peak
due to PC_atoms in the the first layer of water at the dielectric electrode. This negative charge
comes from the main peak in the PC_density profile at -0.65 nm. At the metal electrode the
oscillation in the charge density was less pronounced but qualitatively the same. The minimum
at 0.75 nm was due to the distinct shoulder in the PC atom density and the peak at 0.6 nm was
due to main peak in the H atom density at about 0.6 nm (see Figure 2).

In agreement with the earlier study, we see in the charge density a region that over compensated
the charge next to the surface followed immediately by a layer of charge of opposite sign that
in turn partially compensated the first. These layers were closer together than the diameter of
a water molecule and were due to closer packing of water molecules at the surface. This packing
was the result of partial breaking of H-bonds by the applied electric field and 9-3 surface field.

_—




I" and 157 Waters. Compact Layer on an Anodically Charged Metal

lodide represents one extreme case of adsorption. Experimentally iodide is known to contact
adsorb, in contrast to hydrated lithium ion which does not. The simulation cell contained one
iodide ion and 157 st2 water molecules. In this simulation the field across the system was an
attractive field for anions equivalent to that generated by -1 unit of electronic charge smeared

- uniformly -over the z=+0.931 nm plane. Figure 3 shows density profiles for all the components
of the system as a function of distance across the gap. The bin size used in accumulating the
densities was approximately 0.005 nm.

The high field behaviour of one iodide ion in 157 waters was found to be similar to that found
previously for iodide in Lil and 214 waters between charged dielectric electrodes (3, 4). Bas-
ically the iodide distribution here consisted of one sharp peak indicating that the ion spends al-
most all its time at the repulsive wall boundary of the metal, and this high field behaved like a
strong contact adsorber. The narrowness of the distribution indicated that only short time ex-
cursions were made away from the surface. Figure 3 shows it to be rarely removed more than
0.1 nm from contact. The anion density profile was sharply peaked at z = 0.700 nm very close
to the beginning of the repulsive wall at 0.684 nm. The point of closest approach was about
0.74 nm, and that farthest retreat was about 0.65 nm. In the charge density profile the iodide
contributed a sharp negative peak on top of a rather broad negative density region centered
around 0.72 nm due to the PC atoms of the first layer of water. We discuss this water layer next.

There was significant structure in water, H and PC densities near the metal boundary. The water
density displayed four pronounced maxima and one minimum (see Figure 3): narrow peak at
-0.67 nm due to water pile up at the dielectric boundary, a broad peak at 0.28 nm followed by
an equally broad minimum at 0.43 nm likely due to water exclusion from the vicinity of iodide
due to it's size, a peak at 0.56 nm due to "non oriented surface water' and a sharp peak at 0.66
nm due to highly oriented surface water with one PC atom pointed directly at the metal.

This last feature must along with the sharp iodide peak be considered a key feature of the inner
region of the double layer. The strongly oriented layer of surface water one molecule thick
occurred when the applied field and anion and image field reinforced. The two peaks at z =
0.74 and 0.63 nm (8z = 0.11 nm) in the PC density arose from the negative charge on the same
molecule, one pointing directly at the metal and the other away at the tetrahedral angle. The
surface peak in the H density at 0.62 nm was approximately twice the area (over background)
but at same position, clearly indicating that it belonged to the same highly oriented surface layer.

The PC density as mentioned already had two components near the surface. The peak at 0.74
nm contributed approximately -1.5le! to the total negative charge (about -2.5lel) in the large
negative peak in the total charge density at 0.70 nm. Between -0.6 nm and 0.4 nm the H and
PC densities are computed to be almost identical, so that this region was always neutral.
Comparing the charge densities of pure water and this system we see that the presence of the
jon and it's image created extensive polarization of the water. The metal boundary showed
strong polar regions with alternating sign extending to out z = 0.2 nm as a result of water
structure resuiting from shielding of the fields of the charged electrode, adsorbed iodide ion, and
the first layer of oriented water.




- Li* and 157 waters. Diffuse Layer on a Cathodically Charged Metal

Figure 4 shows density profiles of the single lithium ion (normalized to unity), 157 waters, H
and PC components, and the charge density across the system with a bin size of 0.005 nm. The
density plots in this Figure used configurations from 100 ps to 1000 ps, stored every 0.5 ps.

In this simulation the field was reversed, the charge on the metal being -1.0lel, so that the posi-
tive ion was attracted to the metal on the right side of the figure. First thing to notice is the over
all similarity to Figure 3 in the water, H and PC profiles except that the profiles for H and PC
are reversed in the case of Li compared to I due to change in field direction. This means that
there was a highly oriented layer of surface water with protons H pointing directly at the metal.
This reversal was of course quite consistent given the reversal in the field and the fact that the
direction of ion field and that of it's image were also reversed. The peak heights were larger in
the present case for three reasons. First the protons H_st2 could get closer to the image plane
than in the case of PC_st2 because O_H bond was longer. Second the field of the Li ion and
its image was spread over a larger area of the electrode because it is located further from the
electrode. Third the Li ions primary hydration shell penetrates to the wall and contributes lo-
calized water to the distributions.

The density profile for Li defines a bimodal diffuse region between -5.5 and 5.5 nm with a
minimum at 0.15 nm. Throughout this region the total charge was mostly zero. The distance
of closest approach to the hard wall of the metal was approximately 0.13 nm or the radius of a
water molecule. At this extremum the primary hydration shell of the lithium ion has to be mixed
in with the highly oriented layer of water at the surface. The positive ion felt the influence of
its image and was 'splayed' against the hard wall thereby affording a further reduction in the
distance of approach to less than O.S(cumo). Glosli and Philpott (3, 4) have discussed the
adsorption of hydrated ions and their possible distances of approach. At the minimum of the
bimodal Li ion distribution the distance from the hard wall was approximately 0.54 nm, which
should be compared with 0.60 nm the distance corresponding to separation from the wall by two
water molecules. The interpretation of the Li distribution now seems clear. The peak between
-0.55 and 0.15 nm is most likely a diffuse layer component with distance of closest approach
being the outer Helmholtz plane, whilst the somewhat weaker diffuse-like component closer to
the metal represents the smaller statistical probability of penetrating past the outer plane into the
inner layer. This latter process depends strongly on the exact nature of the forces acting at the
surface (crystal plane sites, size of the ion, etc.) and in some experimental systems and might
well be absent altogether. What is important here is the idea that nominally diffuse layer ions
can penetrate the outer plane and comingle with inner layer species. As mentioned already the
ability of an ion to do this will depend critically on double layer structure and topography of the
electrode surface.




Li*, I and 156 Waters. Weakly Oriented Water at the PZC

In this simulation the applied field was zero so there was no charge on the metal electrode. In
some ways this case mimics the potential of zero charge (pzc). The main electrostatic fields are
now amongst the charges making up the ions and water and their images in the metal surface
at z = 0.931 nm. Figure 5 displays the density profiles for water, protons H_st2, point charges
PC_st2, each ions and the total charge density as a function of position across the film.

Some of the features were similar to those discussed already. Emphasize here is on major points
of difference. The surface electric fields due to ions and their images were weaker since there
was no net applied field and the image fields of the ions tend to cancel on the average. We note
first of all that all the water related densities were flatter across the whole film, the H and PC
surface peaks appear ounly as shoulders, just as in the case already examined of water in zero
field. This means that first layer of water was not well oriented as in the previous two examples.
This is of course consistent with the experimental finding that at the pzc water is less well bound.
Consistent with this conclusion was the observation that the charge density was positive at the
extreme edge of the film. This is consistent with the known result for water without ions (3)
and the charge profile displayed in Figure 1.

Note that the iodide density has a tail not present in any of the simulations with non-zero fields,
that overlaps the tail of the Li ion distribution. This was a new feature that signals the possible
formation of temporary ion pairs in the double layer. In this case the contact adsorbed ion at-
tracted compensating ion of opposite sign from out of the diffuse layer. In the present case the
separation between iodide peak and nearest Li peak was approximately 0.55 nm. This would
seem to rule out an ion pair configured with nuclei along the surface normal with interposed
water molecule from the primary solvation shell of the cation. This configuration would require
a separation of 0.7 nm for all centers to be colinear.

That this interaction could locally alter the diffuse layer can be seen by comparing the diffuse
regions of Li ion in Figure 4 with that shown in Figure 5. The idea of altering the position of
the outer plane to change the field across the inner layer has been proposed many times. We
cite only one example from our own experimental work (31). References to the work of Bewick
can be found there. Clearly this phenomenon could be studied further even with the primitive
model used here. -

The minimum in the bimodal Li ion distribution was at approximately -0.1 nm. At this position
the Li ion was separated from the hard wall by 0.784 nm, much more than two water molecules.
At the pzc the Li ion was not bound by a charge originating on the metal. It was bound by the
field of the contact adsorbed species and its image. Since this was a dipole field the attraction
between the iodide and lithium ions was weak. The Li ion in the density between -0.55 and
-0.10 nm may be metastable and may well displace to larger separations if the water film were
thicker.




Li*, two I' and 155 waters. Diffuse and Compact Layers

In this simulation there was a field of approximately 5x107 V/cm attracting negative ions to the
metal. Figure 6 displays the density profiles for all components of the system and the charge
density. The simulation time was 1000 ps with the first 100 ps discarded for equilibration,
configurations were stored every 0.5 ps.

Note that both iodide ions were adsorbed in a sharply peaked distribution that resembled the
single adsorbed iodide distribution in Figure 3 than the iodide distribution with the tail seen in
Figure 5 of the last section. The single Li ion occupies a (possibly weakly bimodal) diffuse-like
distribution between -0.6 nm and 0.3 nm. At large negative z this distribution has a gradually
fall off that would be expected for an electrostatically bound species. In contrast the tail of Li
ion in Figure 4 drops quickly suggesting it was modified by the presence of the confining
dielectric wall. On the positive side the main component of the distribution ends at 0.05 nm.
This latter position was 0.63 nm from the hard wall, and was roughly at the same place for the
outer plane of Figure 4. The region between 0.05 and 0.3 nm defines, as in Figure 4, the region
of greatly reduced probability of penetrating into inner layer and contacting the adsorbed iodide
ions.

It was noticeable that the water structure near the metal surface was less well defined than for
either a single iodide or a single lithium ion. The reason for this was another new effect, water
displacement from the interface as large ions contact adsorb. There was less water to orient next
to the metal, and the density profiles mirror this fact.

CONCLUSIONS

In the introduction the question was could the behaviour of molecules and ions near a metal
surface be qualitatively modeled with bulk parameters. Broadly speaking the answer appears
to be yes. This means that the range of phenomena predicted is consistent with experimental
observation. It does not mean that in any specific case we can model detailed behaviour. We
have shown how a simple model suffices to reproduce many phenomena familiar from exper-
iments on electric double layers at the electrolyte-metal interface. A key tool was the use of the
fast multipole method to accurately and efficiently calculate coulomb interactions so that long
range electric fields were computed correctly. This is very important for polar systems. The
phenomena described included: contact adsorption of large ions on metals driven by image
interactions, diffuse layers of strongly hydrated species, an oriented boundary layer of water next
to the electrode when it is charged, relatively poorly oriented water next to uncharged electrode,
and a zone of overlap between ions of opposite sign again when the electrode is not charged.

Finally we point out that these calculations suggest that modelling the electrochemical interface
can be readily extended to such diverse systems as: nanosized structures, microelectrodes, and
polymer coated electrodes. A more detailed analysis of phenomena such as these will be pre-
sented elsewhere.
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Figure 1. Water in zero field. Density profiles for 158 st2 water molecules adjacent to uncharged
metal electrode on right side. Left side confining boundary is a dielectric surface with no image

field. Gap between surfaces is Az = 1.862 nm.
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Figure 2. Water in field of 5x107 V/cm. Density profiles for 158 st2 water molecules adjacent

to charged metal electrode on right side. Right confining boundary is a dielectric surface with
no image field. Gap between surfaces is Az = 1.862 nm.
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Figure 3. Density profiles for one iodide ion I" and 157 st2 water molecules between a charged
metal electrode and the dielectric boundary. The metal has anodic bias equivalent to a field of
5x107V/cm. Image plane at z = 0.931 nm . Repulsive portion of the wall potentials begin at 1zl
= 0.682 nm.
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Figure 4. Density profiles for one Lit* ion and 157 st2 waters near an immersed electrode with
cathodic bias. Metal electrode on right hand side, dielectric on the left. Image plane at z = 0.931
nm and repulsive wall at {zI=0.682 nm.
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MOLECULAR DYNAMICS SIMULATION.
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ABSTRACT

Constant temperature molecular dynamics has been used to simulate the adsorption of hy-
drated halide ions X- = F-, CI, Br and I+, and lithium ion Li* on a flat uniformly charged
surfaces. The simulations were done with either 214 water molecules and two ions (Li* and
X’) in a box 2.362 nm deep or -with 430 water molecules and the two ions in a box 4.320
nm deep. The boxes were periodically replicated in the xy dircctions. The magnitude of the
surface charge on the box ends was +0.11 c/(nm)?, corresponding to an electric ficld of 2
x107 V/cm. The lateral dimensions of the simulation cell were 1.862 nm x 1.862 nm (x x
y) in each casc. All of the water molccules and ions interacted with the end walls via a weak
9 - 3 potential. The ST2 water model and paramcters optimized for alkali halides interacting

with the modcl ST2 water molecule were used in the calculations. Common practices of

truncating the interactions at a finite distance (0.82 nm) and switching off Coulomb inter-
actions at small distances werce followed. The temperature was sct at T = 2.411 kl/mole (290
K).

Somc of the properties calculated were: distribution density profiles for ions and - water across

the gap important for comparisons with Gouy-Chapman thcory, adsorbed ion - water pair

corrclation functions, the number of water molecules in the first and second hydration shells
of the ions as a function of time. The time spent by a watcr molecule in the hydration shell
was calculated to be approximatcly ten times longer for lithium than any other ion. The
correlation between distance from the clectrode and hydration number was studied and gen-
erally found to be pronounced for the larger anions. Comparison of the dynamics of the
common ion Lit for different anions revealed the subtle influence of a transcell interaction
in the 2.362 nm thick film.

In the given field the smallest ions Li* and I remained fully solvated at all times. Chloride
bchaved quite differently. Part of the time this ion was [ar cnough away from the clectrode
to be fully hydrated and part of the time it was in physical contact (ie., physisorbed) on the




coordinates of ions, time dependence of ion hydration numbers, time averaged dis-
tribution of jons and water across thc clectrolyte film, and the ion-water pair corre-
lation functions. The first property showed that the transition to contract adsorption
first occurs for CI in the given electric ficld. The sccond showed how solvation shells
were affected as the adsorbed ions jittered back and forth under opposing influcnces

of thermal forces and the combined attraction of the clectric and wall forces.

All the frequently uscd water models (ST2, TIPS and SPCI) (7-9), have paramcters
optimized to bulk propertics. Conscquently nonc may be adequate to describe
quantitatively a water molccule outside a mean [icld approxirﬁation to it’s bulk envi-
ronment. Our strategy to side step this difficulty is to perform calculations on a series
of related ions in the expectation that by considering a scries with the same charge
and a graduated property like radius, the water-ion-wall interactions will span the
experimental range of phenomena observed as ions approach a charged surface. The
presence of the Li" counter ion in all the calculations provides a useful sanity check
against pathological conditions that might arise duc to thc assumptions like finite
cut-ofl’ of long range interactions. With the exception of Xe-Pt(111) system (10) there
are no well provch or testcd molecule- or ion-surface potentials. Conscquently we
are currently unable to cohncct directly with ecither ex situ measurcments

eg., I on Piy(111) or CI' on Ag(100) performed by transferring emersed electrodes
into UMYV (11) or in situ surface crystallographic measurcments like Sexafs and Xanes

of under potentially deposited (upd) metals (12, 13).

In one respect the model used herc was simpler than the set of assumptions consti-

tuting the standard modcl (2) of ionic adsorption on mctal clectrodes. In our model

all species were attracted to the electrodes by the same “wall” potential. This potential
\

and the static clectric ficld were not subject to the 0.82 nm cut-ofl applicd to all the

intermolecular intcractions.




I.LINTRODUCTION

In a previous paper (1), constant cncrgy molccular dynamics simulaktions of tvhc
adsorption lithium and iodide ions from aqucous solution onto charged surfaces were
described. This paper continues this study with an investigation of the halide scries
(fluoride, chloride, bromide, and iodidc) characterized by increasing ionic radius and
decreasing hydration enthalpies, adsorbed on an idcalized flat charged surface situated

at the ends of a box replicated periodically in the lateral (xy) directions.

Capacitance, chronocoulombic, spectroscopic and cllipsometric measurements of ions
adsorbed at electrochmeical interfaces have long been interpreted using a standardized
model (2-4). It has been shown that the larger jons adsorb with at lcast parﬁal loss
of the inner solvation shell. TFor mctal clectrodes this process is called contact
adsorption, and on somec noble mctals a serics has been determined in which higher
members displace lower ones from the surface (2, 5). A fuller discussion was given
in the first paper (1). It is a goal of this paper to understand morc about the tran-
sition from adsorbed but fully solvated ion to adsorbed ion in physi.cal contact with
the surface when there is a static electric ficld attracting the ion to the surface. We
tacitly assume this local propcrty of the ions is not grcatly affected by gross
misshandling of the long range clectrostatic ficlds of the interface through the appli-
cation of the cut-off. The field chosen is at tlvmc upper cnd of fields in
thermodynamically stable double layers. In weaker ficlds the average position of the
ion was closer to film center (6). We show how cssential features of the contacting
process can be modcled with a system consisting of two ions and 214 water molecules
sandwiched between charged nonmetallic plates 2.362 nm apart. Morc claborate cal-
culations with 430 waters, two ions and plates 4.320 nm apart were performed to
check for transcell intcractions between adsorbed ions. Such interactions were indced
found. The study revealed new featurcs about the way the adsorption proccss.pro-

cceds. Propertics calculated and reported here include:  time dependence of the 7z




electrode with no water molecules interposed between it and the clectrode. Bromide favoured
contact adsorption over full hydration most of the time. lodide was obscrved to be contact
adsorbed almost all of the time. These simulations provide new insights on the behavior of
strongly hydrated ions at surfaces and how the transition {rom non-contact to ‘contact’

adsorption occurs.




The ST2 parameters describing lithium and to a lesser extent fluoride are suspect
because in the case of lithium ion the hydration enthalpy calculated is too large
compared to experiment (14-16). It is possiblc that the adsorption of the smallest ions
Li" and F as fully hydrated spccies in the 2x10’ V/cm field could be artifacts duc
to the cxaggerated hydration cnthalpyj However this argument docs not aflect our
general conclusions if only because the applicd static ficld used is at the upper end
of fields encountered in clectrochemical double layers and if more realistic model pa-
rameters had wcaker hydration intcractions there would still be ficlds where the small
ions would adsorb fully hydrated. In wcaker ficlds than the onc used in this paper
the ions relax towards film center (6). We will discuss the effect this could hav.c on

the intcrpretation of the calculations more fully in a later scction.

Another point of concern is the clectrical discharge of contact adsorbed ions. In the
older papers and text books (2, 17) halide adsorption is treatcd as a physisorption
pheno’menon: However there is exceptionaly good cxpcrimental cvidénce that argues
strongly that this is far too simplistic a picturc. After contact adsorption a large
polarizable ions like iodide on metals Au and Pt can ‘discharge’” and become
chemisorbed (11, 18-21). Discharge of ions and the formation of chemisorbed species
is outside thc scope of the classical molccular dynamics scheme wused here.

tains its full charge.

We close this section with a brief review of recent MDD calculations in the general
arca of solid - aqueous interfaces. In a very carly study, thé Mainz group (22, 23),
followed the evolution of eight Lil and 200 water molecules between Lennard - Joncs
walls for 10 and 20 ps. They werc only able to calculate short time corrclation

functions and not the adsorption proccss which required a longer simulation than they

were able to do at the time. Rose and Benjamin (24) have described MD simulations

of a singlc Na'and a single CI' ion in a slab of 512 waters (flcxible SPC model

(25), ) between two Pt(100) surfaces. The gecometry and potentials were thosc devised




by Heinzinger and coworkers (26, 27). For Pt(100) the first monolaycr of water was
strongly bound. A result of significance was the calculation of the lelmholtz free
energy of adsorption in zero clectric ficld. The anion was morc strongly bound than
the cation. More recently Seitz-Beywl ct al (28) have studied hydration of Li" and
I” separately in threc layers of water at the Pt surface. They used the flexible water
model of Bopp et al (29), in a simulation lasting 7.5 ps. The work reported here is

complementary to that cited and described above.

There is also continuing intcrest in thin (ilms of water and clectrolytes in conncction
with a possible phase transition (30, 31), vibrational rclaxation dynamics, hydrogen
bond formation dynamics (32, 33), and the intcraction of water with mctals treated

as jellium half spaces (34).

This paper is arranged as follows. Scction Il describes the models used for ions and
water and details of compx/;tation. Scctions Il through VII describe the results for
the halide ions, and the last section summarizes the main results and conclusions {or

this series of simulations.




Il. THE MODEL

In the calculations described here we use the water model originally devised by
Stillinger (7, 35), and commonly referred to as the ST2 modcl. Although this modecl
required more computer time becausc it contains four charged and one uncharged
point particles, this draw back is morc than compensated by the extensive sct of
Lennard-Jones parameters for use with all the alkali metal cations and halide anions.
Thesc parameters were developed in a serics of molecular dynamics calculations by

Heinzinger and Spohr (26, 27).

Interaction Energy

The Coulomb interaction between molccules was represented as sum of 1fr inter-
actions between atomic point charges. These interactions were soften for small mo-
lecular separation by a switching [unction S(R) . This switching function was
introduced by Stillinger (7), and was clearly documented by Steinhauser (35). The
short range part of the intermolccular interaction was modcled by Lennard-Jones
potential between the atoms of each molecule. All molecule-molccule interactions
(both 1/r and Lennard-Jones potentials) were cut-off in a smooth fashion at molecular
separation R=0.82 nm by a truncation function 7(R) . Thc atoms of cach molecule
also interacted with surfaces at z = + z, . Both surfaccs were trcated as {lat featurcless
plates with a uniform electric charge dcnsity'of +0 and —o on the —z, and + z,
plates respectively. This gave rise to a uniform clectric ficld, £ =4xKo in the positive
z-direction where the clectrostatic coupling constant K had the valuc 138.936
KJenm/(molee €?) in the units uscd in this calculation. Non Coulombic intcractions
between the walls and all the atoms were represented by the 9-3 potential (wall po-

tential) introduced by Lec et al (36). The complcte interaction cnergy U is,
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where i and j were molecular indices, and, a and f# were atomic indices. llere A; was
the set of all atoms of molccule i , R; was the distance between the center of mass
of molecules i and j, and The symbol r,, was the distance between atoms o and B.
For small R the Coulomb energy was modificd by the switching function

© S(R, Ry, Ry) given by,
0 R<R,.

(R=R.)(3Ry—2R—R,)

S(R) RL! RU) = ( R.— R )3
U L

R, <R<Ry @

1 Ry<R

The values of R, and Ry were dependent on the types of the molccular species that

were interacting.

As mentioned above the tails of Coulomb and Lennard-Joncs pair interactions were

cut ofl by the truncation function 7(R). The form of T(R) was given by,
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The same truncation function was applicd to all molccular interactions, with
RI=0.779 nm and R}=0.820 nm. The integers m and n controlled the smoothness
of the truncation function at RT and R} respectively. In thesc calculations n=m =2

which insurcd that the encrgy had smooth first spatial derivatives.

Equations of motion

All molecules, in this study, were considcred as a rigid collection of point atoms. That
is all bond lengths and angles within a molecule were fixed. To evolve a collection
of thcse.molecules a quaternion formulation of the rigid body cquations of motion
was used (37). The center of mass position (R;) and vclocity (V;) was used to describe
the translational degrecs of {reedoms of moleccule i. The oricntational motion of the
molecule was described by the quaternion q; = (g7, ¢/, ¢?, ¢?) and the rotational'velocity
(w?), as measured in the body frame of the molecule. The onc cxception to this was

for monatomic molecules, in which case the oricntational degrees of freedom were not
needed.

The discussion of the equations of motion begin by considering the potential encrgy
U. From equation 1, it can be scen that thc potential energy can be treated as a
scalar function of the variables (Ry,..., Ra; 1,..., 1), where N is the number of malccules

and n is the number of atoms in the entirc system.

U:-" U(Rh"'y RN7 rl""’ rn) | (4)




Of course not all these variables arc independent. Tlowcever for the purposes of the

following two dcfinitions they arc trcated as independent variables.

foz = Vr‘U’ Fi = VR,-U' (S)

The total force F7 and torque 7, can be cxpressed in terms of f, and F; as
Fl=F+ )1, =) (.~ R)x1, ©)
ae A; ae A;

The translational motion of the molecule is described by the [irst order ordinary dif-

ferential equation,
dvVv. .
M—~ = F. (7

For the rotational motion it is convenicnt to work in the body axis of the molecule,
where the moment of inertia 7, is diagonal and time independent. 1t is useful to define

the operator Q;

- -
~q —q —q
() 3 2
A 9 — 9 4q; .
o=l 5 L, 8)
9% 9% — 49
2 1 0
~q; 4q; q;

and the body [rame rotational force
Ff =17 — o x (o). | (9)

Using these quantities above, the following first order ordinary differential cquations

can be written to describe the rotational motion




A

b
dq; Aop ry dw; R :
7I“=Q,wz 1,-—71“—"":- _ (10)

This sct of equations conserve the total cnergy for time independent potentials (U) .
A constant tempcrature ensemble may be simulated by introducing a velocity de-
pendent term in the acccleration terms to constrain the total kinectic energy. The

constant tcmperaturc cquations of motion arc written as,

dR; av; T

7’[“‘:‘/,', Al'—T = Fi o yV,-

aq; M1 dus} R b |

"Tf‘zQﬂ"i’ (1) '_d[_“=Fi - Yw;. ) i (1

y =) Vil + W F)I(2K)

This choice of y cnsures that the total kinetic encrgy of the systems is constant.

Model for water molccules and ions.

In the ST2 model the water molecule consistcd of a central oxygen atom (O_ST2)
surrounded by two hydrogen atoms (I1_ST2) and two massless point charges
(PC_ST2) in a rigid tetrahedral arrangement (bond angle = cos-'(1//3) ). The
O_ST2/H_ST2 and O_ST2/PC_ST2 bond lengths were 0.10 nm and 0.08 nm respec-
tively. The oxygen atom was the only Lennard-Jones ‘atom” in ST2 water. The
hydrogen and point charges ilitcractcd with their surroundings (i.c. atoms and sur-
faces) by Coulomb intcractions only. The ions were trcated as non polarizable

Lennard-Jones “atom’ with point mass and charge.

Interaction Parameters.

The atom-atom and atom-surface intcraction parameters are given in Table 1. These

parameters arc taken from work of Fecinzinger and Spohr (26, 27). The combining
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rules for unlike spccies werc:  £45 = (£44881)", 0an = Y2(044 + a55). The switching func-
. tion interval ends R{ and R? all vanish except for ST2/ST2 pairs, where

R§™7=0.20160 nm and R5™™=0.31287 nm.

Simulation details

The systems considered had cither 216 or 432 molccules and ions. In the main sct
of simulations a systcm of 214 water ST2 molccules, one Li ion and onc halide ion
were studied. For all systcras the molecules were confined to a rectangular simulation
box with dimensions 1.862 nm x 1.862 nm x2.362 nm ( x X y x z) and periodic
boundary conditions in the x and y directions. In the calculations with 432 molccules
the simulation box had the same x and y dimensions and was 4.230 nm thick in the
z direction. Initially the molecules were randomly disposed on a cubic lattice with
lattice parameter 0.31 nm. The equations of motion were integrated by a fourth order
multi-step numerical scheme with a 2 fs time step. With this scheme the time step
to time step rms fluctuation of quaternions length and encrgy/tcmperature was about
0.0002% and 0.0009%/0.002% respectively. Though small, these changes could lead
to global drift, so at each time step a small scaling correction was made to the
quaternions and velocities. Also the global center of mass velocitics in the x and y
directions was set to zcrb at each time step by shifting the molccular translational

velocitics

All calculations were performed on an IBM RS/6000 model 540 opcrating at 16
Mflop. [For the simulations involving 432 molccules and ions a 100 ps simulation

with 2 fs time step took approximately 25 hours.

[on-water pair corrclation functions.

The ion - water pair corrclation functions for all the ions were calculated in the
manner described in the first paper (1). TFigurc 1 shows the result for all the ions

studied in this paper, the distribution including only water molecules in a cone with
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half angle 60° pointing into the bulk with axis parallel to the z axis. For chloride,
bromide, and iodide the sccond peak appeared identical. The third peak in the figure
contained a narrow minimum at 0.8 nm. This is indicated by the arrows in Figure
1. This feature was due to the scam in the water distribution duc to the truncation

of all interactions between 0.779 and 0.820 nm (scc Iiqn.3).

Cross correlation values.

The correlation between two variable v and w was tested by evaluating the cross

correlation factor f8,

<yw> — <> <w> » ‘ . (12)

' \ﬂ<vv>—— <v>)(<ww> — <w>2)

B

where <¢ > denote the average of ¢ . If v and w arc complctely uncorrelated, g
vanishes and if v and w are highly corrclated, the magnitude of § will be close to one.
The cross correlation f[actor was used to explore the correlation between the ion’s

position and hydration number

Residence and Exchange Timcs

It was of intcrest to consider the mean residence time of a water molecule in a ion’s
hydration shell. The hydrations shell’s inner and outer radii r; and r, respectively. are
determined by thc minimums of the ion-water pair corrclations function. A water
molecule is consider to have cntered the hydration shell when the water-ion separation
r satisfies the rclationship, r{l + 8) <r <r(1 — ) for the [irst time. The parameter &
is a small number that filters out water molccules that only make very short time
excursions into the shell. For this calculation é is chosen to be 0.1 . A water mol-
ccule is then consider to have lcft the hydration shell when r<r(l —8) or
r.{l + &) < r In this casc & filter out cvents where a water molecule makes a short time

cxcursion out of the shell. We consider the residence of this water molccule about
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the ion to be the timc between these two cvents. Then mean residence time Ty is
approximated by averaging this time over all water molccules than both cnter and

leave the hydration shell during the simulation.

A related measure of the rate of change of the hydration shell, is the mean time of
change of the hydration shell. This is simply thc average time between events where
the set of water molecules that constitute the hydration shell changes. In this paper
a hydration shell is consider to have changed if it membership differs {from the original
for morc than Ips A stable hydration shell is considered to be-created when its
membership remains unchanged for more that Ips. The mean time to change :.f1 sub
C is defined as the time to change of a stable hydration shell averaged over all stable

shells created in the simulation.
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III.RESULTS FOF LiF

Figure 2 shows the time evolution of the z coordinate (sce left side vertical scalc).or
the lithium ion and fluoride ion for a time period lasting 1000 ps, in a cell also con-
taining 214 water molccules. The broken lincs at |7] = 0.934 nm at top and bottom
of the figurc indicate where the hard wall part of the surface potential begins i.c.,
where V(z) = 0. The configurations used in constructing this figurc were | ps apart.
In the starting configuration both ions were located ncar the cathode corresponding
“to time t and position 7 given by (t, z) = (0, -0.5). In Figurc 2 this corresponds to
a point near the bottom left edge. Under the influcnce of the elcctric ficld the fluoride
ién migrated the greatest distance, traversing most of thc water layer to rcach the
anode corrcsponding to the broken line at z = 0.934 nm at the top of the figure.
It took approximately 100 pé for the fluoride ion to traverse the film. It is not un-
reasonable to assume that during this time the solvent underwent considerable mixing,
and that sufficicnt time lapsed sufTicient time for thc whole system to settle into the
part of phase space describing equilibrium of the ions and associated waters. Notice
that in the applied ficld the path of the z coordinate of the fluoride ion for the first
100 ps was not a monotonically increasing function of time. The initial movement
was best described as a steady drift with superimposcd high frequency jitter most likely
due to interactions of the ion’s primary solvent shell with surrounding solvent. This
typc of motion has been frequently seen in our studies of hydrated ions, and may
well be typical of ions pushing through a H-bondcd network. IFFor times greater than
100 ps the time dependence of the z coordinate of both ions looks qualitatively the
same. The range of positions for the ion was about 0.4 nm, not much more than the
diameter of a water molecule ( ¢ = 0.31 nm). The time averaged position of the

fluoride ion was -0.668 nm, about onc water diameter from the hard wall region (|z|

= 0.934 nm).
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Also shown in Figurc 2 as a function of timc for cach ion arc the numbers of water
molccules in the first and sccond solvation shells. The data was sampled every 5 ps
not cvery | ps as for the z coordinates. The radii of the solvation shells were chosen
to be at the minima in the calculated 1on-water pair correlation functions. For lithium
thesc were ‘at r = 0.2785 nm (first shell) and r = 0.500 nm (sccond shell). [‘or

fluoride these were at r = 0.3405 nm ([irst shell) and r = 0.5527 nm (sccond shell).

It can be scen that for lithium the first shell contained six waters with very infrequent
excursions to five and seven. Therc was onc cvent that lasted more than five
picoseconds (sce bottom right in Iigure 2). The time averaged first hydration shell
number was n = 6.01 . This is consistent with thc calculation of Szasz et al (38),
who reported the same value for bulk clectrolyte, and the neutron scattering exper-
iments of Newsome et al (39), and IHewish ct al (40). The mcan time to change T¢
of the first solvation shell was between about 25 ps and 35 ps. This was in the range
of all the other calculated values for the lithium ion with different anions. Table 11
sumrﬁarizcs the hydration water residence timces for all the ions. In the case of lithium
the residence time was about 100 ps for the first shell. This was about an order of
‘magnitude larger than for the second shell, and approximately consistent with the
mean time between changes (25 x 6 vs. 106 ps). These numbers are consistent with
those reported for ions in a bulk cnvironment in the interesting paper of Impey et
al (15). Roughly the residence times on Li" ions in different LiX solutions were the
same, with the larger values associated with greater statistical uncertainty. It was also
three times greater than residence time for water in the (irst shell of fluoride ion. For
the first shell there did not appear to be much corrclation bct-wccn position and hy-
dration number for the first shell. The calculated correlation cocflicient was 0.1. In
the sccond shell the hydration number fluctuated between seven and sixteen, with a
calculated avcragé valuc of 11.4, displaycd a strong corrclation with distance from the

clectrode.  The correlation cocflicient of 0.5 supported the visual impression. The




mcan time to change of the second shell was a not much larger than the sample in-
terval and so not rcliable, cxcept to say that it was of the order of 1 ps. The picturc
that emerged was that the lithium ion and it’s first shell be considered as a rather stiff

or cven as a rigid object, surrounded by a compliant sccond shell.

For fluoride the first shell contained scven waters with {requent excursions to six and
seven, and a few to five. The average [irst shell hydration number was 6.8. The mean
time between changes of the first shell was 3 ps. This was an order of magnitude
smaller than [or lithium. The residence time ( scc Table 11) for hydration water was
about 25 ps, in the 216 molecule system, and a little longer (33 ps) in the larger
system. The dillerences are not large cnough to be considered significant. ‘Therc was
no apparent correlation between first shell hydration number and position, and this
was reflected in the calculated correlation of 0.18. In the second shell the hydration
number (luctuated between ten and twenty two, with an average value of 15.4. There
was a correlation with distance from the electrode about the same as in ihe second

shell of lithium. The correlation coeflicient was 0.57.

Figure 3 shows the density profiles for lithium and f{luoride ions (normalized to unity)
and water (normalized t6 214) across the gap. Only configurations with time greater
than 100 ps were used in accumulating this density profile. The figure also shows
schematically a cartoon of thc relative positions of the ions and water molecules in
the first hydration shell closcst to the surface. Clearly in the density “peak’ pqsition
both ions are hydrated. Not surprisingly the cation has a peak closer to the electrode
since it is the ion with the smaller radius. ‘The lithium peak position was at -0.709
nm and the fluoride was at 0.661 nm. The avcrage positions were -0;668 nm (Li")
and 0.628 nm (F). The difference 0.05 nm should be compared to the difference in
Lennard-Jones radii which is 0.08 nm. The range of positions of both ions is very
similar, a little Iess than 0.5 nm in cach casc. - The hydrated ions have the density

profile of a particle trapped in a well undergoing Brownian motion. For convenience
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the main featurcs of the densitics {or tons and watcr are collected into Tables 111 and

Iv.

The water density profile has intercsting features. The larger peak at -0.803 nm was
due to water in the first layer of the sample. When structure in the water distribution
is compared with the ions it is clear that the larger size of the anion is responsible
for the shallow minimum located near 0.66 nm. This conclusion was [urther sub-
stantiated by the increasc in size of this feature with size of the anion. This will be
scen clearly in later figures of density profiles. Calculations of the density profiles for
water center of mass and the hydrogen atoms were also performed. The most inter-
esting feature of these calculations was a small but distinct pcak in the hydrogen
distribution ncar the cathode at -0.992 nm. This was duc to protons orientcd towards

the electrode.

Figure 4 shows density profiles calculated with the wider box (4.230 nm) containing
twice as many molccules and ions. The hard wall was located at z = +1.868 nm.
Notice that the density profiles are narrower (smaller full width at hall maximum).
The reason for this was traced to smaller fluctuations in the positions of the ions
because of weaker transcell interactions. The plots of z vs. t (time) did not show the
same range of movement secn in Figure 2. Also the ions were more strongly adsorbed
as judged by their pcak positions, which were each closer to their respective electrodes.
The peak positions relative to the hard wall are listed in Table 1Il1. For fluoride the
distance from peak to hard wall was 0.13nm comparcd to 0.27 nm for the thinner film
with 216 molecules and ions. The cartoon for the fluoride ion shows in to be closer
to the electrode in IFigure 4 compared to Figure 3. Therc was also a small shift to
the clectrode for the cation, but it was smaller duc to stronger binding of the waters
of hydration. With a cut off radius of 0.82 nm the ions did not couple dircctly by
Coulomb interactions. Therc was no overlap of the range of the intcractions that

would be possible at times in the 2.362 nm thick samplec.
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There is somc concern that the transccll ion attraction in the thin films may be an
artifact duc to the truncation of the Coulomb potentials of the sort recently described
by Badcr and Chandler. (41). Bader and Chandler identificd an artificial, truncation
induced attraction between ion of like charge, however arguc that for ions of unlike
charge such artifacts should be reduced. This and the fact that the tranécell attraction
is decreasing with film thickness argue that we are not sceing such truncation induce

eflects.

FFigurc 4 also showed that the water at the interfacc was quicter, as measured by the
peaks and troughs in the water density profile. Major (cature positions are recorded
in Table IV. Note first that the density in the middle of the films was about the same.
The pcaks corresponding to surface water were higher at both surfaces relative to bulk
for the 432 molccule systém compared to the 216 system. Corroborating this notion
was the deeper water exclusion trough near the fluoride ion, implying a higher degree

of timic averaged organization around the anion.
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V. RESULTS FOR LiCl

Figurc 5 shows the time cvolution of the z coordinate for the lithium ion and chloride
ion in a 216 molecule and ion simulation. Shown also is the time dependence of the
number of water molecules in the first and sccond solvation shells for chloride.
Lithium is not shown becausc it was csscntially identical to the result already plotted
in Figure 2. The starting configuration was thc same as previously described for LiF.
Notc first that the time dependence of the lithium ion was quahtatively the same as
in the LiF simulation and is not discussed further here. The time dependence of the
z coordinate for chloride was diflerent to {luoride. During the first 100 ps of the LiCl
simulation hydrated ClI' moved f(aster under the influcnce of the clectric ficld and ar-
rived at the anode sooner than fluoride did under similar conditions. This observation
is significant since it is in qualitative agrcement with experimentally measured trans-
port numbers in dilute solutions (42-44). This difference was due to the larger effec-
. tive radius of hydrated fluoride which binds its solvation shells more tightly than the
chloride ion. In passing we note that the chloride ion z coordinate also showed jitter

similar to that already described for fluoride in Figure 2.

For times greater than 100 ps the time dependence of the z coordinate of chloride
looks qualitatively different from the strongly hydrated ions fluoride and lithium. First
note that the chloride nucleus occasionally touches and penctrates the hard wall,
which in zero clectric field occurs at |z] = 0.934 nm. This means that chloride spends
some time contact adsorbed, in contrast to fluoridc which ncver made direct physical

contact with the electrode.

Inside the box in Figure S the data for the first and sccond solvation shells of chloride
was sampled every 5 ps not every 1 ps as for the z coordinates. The radii of the
solvation shells were chosen to be at thc minima in the calculated chloride ion-water
pair correlation functions. I7or chloride these were at r = 0.3758 nm (first shell) and

r = 0.6558 nm (second shell).
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For chloride the first shell fluctuated mostly in the range five to seven with excursions
to threc and occasionally as high as ten (not shown in the time spanncd in figure 5).
The average hydration numbers for the first and sccond hydration shclls averaged over
900 ps were 6.1 and 20.8 respectively.  The first number is consistent with the pio-
neering studies of Dietz et al (45), who calculated 6.5 +0.5 for the chioride ion in
bulk electrolyte. There was an apparent corrclation between first shell hydration
number and position when the ion was closc to the clectrode. The calculated corre-
lation was 0.51. For times greater than 100 ps the second shell hydration number
fluctuated betwcen twelve and thirty seven. The averaged hydration number was 20.8
for the second shell. Again there was apparcent corrclation with distance {rom the
electrode and the calculated correlation was 0.81, higher than for the shells of smaller
ions. The residence time for water on chloride was about 15 ps for the large system
and a little smaller for the small system (sce Tablc 1I). It was not dependent on shell
indicating that the shells are mixing in comparable fashion consistent with water being

weakly bound. This was the common description for all except the two smallest ions.

Figure 6 shows the z dependent density profiles for lithium and chloride ions (nor-
malized to unity) and water (normalized to 214) across the ﬁlm.4 Only configurations
with times greater than 100 ps werc used in accumulating these density profiles. The
total simulation ﬁmc was actually 1100 ps morc than shown in the figure, so that for
chloride statistics werc collected for a total duration of 1000 ps. The main peak
(average) of lithium ion occurred at -0.732 nm (-0.679 nm) with closest approach at
-0.827 nm and furthest position at z = -0.283 nm. Valucs are tabulated in Table I11.

The lithium distribution resembles that for LilF quitc closcly.

For chloride the main peak (average) was at 0.709 nm (0.747 nm), closcst at 0.968
nm and farthest point at z = 0.449 nm. The range of displacements of the chloride
ion was about 0.5 nm. This was greater than shown in Figurc 4 which only showed

the first nanosecond, a large cxcursion away from the clectrode occurred between 1000
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ps and 1100 ps. Clearly the statistics were not suflicient to give a smooth distribution,
and 1t 1s possible that the density is bimodal for a gap of 2.362 nm. If the density
profile is bimodal then a calculation of the potential 61" mecan force (46) will show two
minima. This latter conclusion was also suggested by the rapidity of the transition
from contact to non-contact adsorbed configuration (sce I‘igure 4). It was considered
not worthwhile to pursue this aspect further with the model used in this paper. The
figure also shows schematically a cartoon of thc rclative positions of the ions and
water molecules in the [irst hydration shell closest to the surface. Only when the
chloride ion is furthest from the clectrode at z = 0.5 nm, is it possible for the ion
to be surrounded by a complete first solvation shell. The position of closest approach
is slightly grcater than 0.934 nm bccause the attractive clectric ficld acts to pull the
ion into the repulsive region. Also shown in Figurc 6 is the water density distribution.
Chloride being a larger anion than fluoride gives risc to a deeper minimum located
ncar 0.66 nm the position of the main peak (at z = 0.71 nm) in thec ion density.
Oth_ef features in common with the fluoride simulations were the sharpness of the
surface water peaks ( at |[z] = 0.898 nm ) and a separate pcak in the calculated proton

distribution at z = -0.992 nm near the anode (not shown in Figure 6).

Figure 7 displays the density profile results for the thicker 4.230 nm film. Note: the
dramatic change in distributions for both ions, Each was found to be sharper and
occupying a narrower range of Az. The full widths at half maximuin were comparable
to those found for all the other thicker systems. Thc cartoon of hydratidn around
the chloride ligand in Figure 7 showed that the anion was morc strongly adsorbed
than in the 2.3 nm film. The half widths and position shifts arc consistent with the
view that transcell coupling mediated by water polarization is responsible for the much
broader distributions sccn in the 2.36 nm films. The chloride distribution remaincd
wider than' any other ion in similar cclls, suggestive of the behavior scen in the thinner

film. Chloride behaved intermediate between adsorbed as a hydrated ion and adsorbed
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in contact. The water exclusion zone ncar z = 1.6 nm resembled that scen alrcady
for the fluoride ion in Figure 4. All the water density profiles werc remarkably similar,

a fact reflected in part by the similarity in the values in Tablc IV.
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VI.RESULTS FOR LiBr

Figurc 8 displays the time dependence of the 7 coordinate of the lithium ion and a
bromide ion during a simulation lasting 1000 ps. Unlike all the simulations presented
so far this onc started with an equilibrated system in which the jons were adsorbed
on the electrodes. It was found that starting with the cubic lattice lead to the for-
mation of an ion pair. The procedure used for bromide was to start with the 6 x 6
x 6 cubic array as before but in an electric ficld ten times stronger. The simulation
was run in high field for 10 or 20 ps untl both ions were in contact with‘t-hc
oppositely charged wall. In ficlds of 1.5 x 10° V/cﬁ) and greatcr even the cation was
contact adsorbed.. With the ions separated the f{icld was then rcsct at 2x10’ V/em.
Dashed horizontal lines define the hard wall region of thc wall potential starting at
|z| = 0.934 nm. This is effectively the boundary surface of the electrode. Note that
the bromide ion frequently touched the boundary, and so in this model is a moderate
contact adsorber, more strongly bound than chloride in Figurc 4, but not as strongly

bound as jodide (vide ultra).

The time dependence of the z coordinate of the lithium ion was a little diflerent to
that found for LiCl and LiBr. The range of displacements is clearly smaller, which

results in the distribution being narrower. We return to this subject later.

Shown in Figure 8 as a function of time for cach ion are thc numbers of water
molecules in the first and sccond solvation shells of the bromide ion. The data was
sampled every 5 ps not every 1 ps as for the z coordinates. The radit of the solvation
shells were chosen to be at the minima in the calculated ion-water pair correlation
functions. IFor bromide these werc at r = 0.4024 nm (first shell) and r = 0.6588 nm

(second shell), same as for chloride.

For bromide the contents of the first shell fluctuated between five and six waters with

infrequent excursions to four and occasional jumps to valucs as high as nine. The
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average valuc was 5.6 for the first shell. The higher values were only weakly corre-
lated with positions further {rom the electrode. The corrclation coefTicient for the first
shell was calculated to be 0.37. In the second shell the hydration number fluctuated
between ten and twenty six. The hydration average valuc was 16.8 and the correlation
coeflicient was 0.86, implyiﬁg a strong corrclation with distance from the electrode.

Table 11 shows the residence times follow the pattern established for chloride.

FFigure 9 shows the distribution of Li", Br, and 214 water molecules in a strong
clectric field ( 2x10’ V/cm) across the gap between the charged plates. The wall po-
tential is shown for reference. Circles have the Lennard-Jones radii for the ions and
watcr. The configurations were collected in the time interval 100 ps < time < 1000
ps. The range of bromide positions was: farthest z = 0.661 nm, closest z = 0.968
nm, and peak (average) position at approximately 0.874 nm (-0.861 nm). At the
closest approach the negative ion lay inside the rcpulsive regime of the wall potential.
In this simulation the anion engages in moderate contact adsorption, s;tronger than
chloride but not as strong as in the case of iodide. Note the again the presence of
the shallow minimum in the water distribution ncar the average position of the anion.
This minimum is slightly more pronounced than in the case of chloride. It is duc to

exclusion of water molecules from the interface by the larger volume of the ion.

The results of simulations with a.twelve (4.230 nm) water laycr system arc shown in
Figure 10. The trend to contact adsorption with larger ionic sizc was continued.
Again there was a narrow lithium distribution charactcristic of the thicker film. What
was of interest in comparing the density profiles in [figures 9 and 10, was tﬁcir simi-
larity. In all the other LiX systems the 2.36 and 4.23 nm ﬁlms‘ show how the transcell

interaction drops in going to the thicker cell.

P . . .+ - . .
T'he transcell interactions between Li- and Br appearcd weaker in thin cell comparced
say to LilF and LiCl. As with Lil, to be discussed in the next scction, it appeared

that as contact adsorption increased then the more the anion decoupled from the bulk
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water and the smaller thc perturbation on the cation duc to movement of the anion
perpendicular to the surface. As scen from the Figurc 10 and the positions tabulated
in Table 11 the lithium cation peak at z = -1.692 nm had moved a little closer to
thc hard wall, and the density profilc was somewhat sharper. I[ndced the lithium
position was close to that for a lithium ion without an anion but t_rapped against the

cathode by the static field used in all these simulations (6).
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VII. RESULTS FOR Lil

The casc of lithium iodide solutions at constant encrgy were described in the first (1)
paper. New results are presented here for simulations done at constant temperature.
Iodide represents the extreme casc of contact adsorption. Experimentally iodide is
known to contact adsorb on metals at potentials corresponding to thermodynamically
stable clectric double layers. in contrast to lithium ions which do not. Time de-
pendence of the z coordinate of the lithium ion and a iodide ion during a simulation

lasting 400 ps is shown in Figure 11. The sampling interval in these calculations was

0.5 ps, smaller than in all the previous calculations described so far which were all

at 1.0 ps. The starting configuration was one previously obtained in the earlier study
(1). As before the dashed horizontal lines deline the repulsive region of the wall po-
tential starting at |z} = 0.934 nm. This is cflectively thé boundary surface of the
electrode. Note that the iodide ion spends almost all its time at the boundary, and
in this model is classified as a strong contact adsorber. It makes only short time
cxcursions away from the surface, and is rarely found more than 0.1 nm removed from

contact.

Also shown in Figure 11 as a function of time for the iodide ion are the numbers
of water molecules in the first and second solvation shells. The data was sampled
every 2.5 ps not cvery 5 ps as for the hydration number plots in the figures for LiF,
LiCl, and LiBr. The radii of the solvation sheclls takcn.from the calculated ion-water
pair correlation functions were at r = 0.4289 nm ([first shell) and r = 0.6765 nm

(second shell).

For iodide the first shell fluctuated between two and cight, with four, five and six
being the most [requent occupation number. The average value was 5.4 for the first
shell with a correlation of 0.29 (weak, corresponding to no apparcent corrclation visible
in Figure 11) between first shell hydration number and position. Because the ion was

so strongly adsorbed the correlation was small. In the sccond shell the hydration
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number fluctvated between eleven and twenty five. The average valuc was 16.8. A
weak corrclation with distance from the clectrode was apparent, the calculated corre-

lation was 0.63.

As shown in Figure 12 the essential features of the iodide distribution emerge even
after a simulation running for 400 ps. The distribution of the Li" ion and the 214
water molecules tooks very similar to LilF and LiCl solutions. In this simulation the
anion exhibits strong contact adsorption. The anion density profile was sharply
peaked (average) at z = 0.921 nm (0.886 nm) very closc to the hard wall. The point
of closest approach was 0.992 nm, and that farthest {rom the clectrode was at 0.685
nm. The water distribution in Figure 9 has more noisc than the one shown in Figure
6 for LiCl solution becausc of poorer statistics rcsulting {rom a simulation time of
400 ps duration. In spite of this the shallow minimum in thc water distribution due
to the ion displacing water was clearly visible ncar 0.70 nm. Table IV gives the salient

features of all the water distributions.

In Figure 13 the results of the thick film density profile are displayed. As before the
system was allowed to‘ cquilibrate for 100 ps beforc averaging over configurations
collected during thc next 900 ps. The iodide density distribution wa§ the sharpest,
of all the halide profiles for all the systcms studicd here. The peak valuc of nearly
14 nm™ in the thick film compared to 11 nm’ in the six layer film. A comparison
of water density profiles showed them all to be vcry similar, with all the distribution
differences occurring near the walls. The differences that did exist scemed to be re-
lated to the degree and strength of hydration of the adsorbed ions. Consistent with
weaker coupling across this thicker film, the watcer distribution near the cathode where
the Li* was adsorbed were superimposable for different anions in systems with 432

molecules and ions.




VIII. RESULTS FOR WEAKER FIELDS

This section resumes the discussion of the quality of water and ion paramectcrs for

surface studies begun in the introduction.

It has been pointed out (8) that small ion paramcters over cstimate the of hydration
by as much as 25%. Conscquently in the ficld we are using 2x107 V/em in our sim-
ulations, the ability of small ions like fluoride I¢ and lithium Li " to adsorb with intact
primary solvation shell is cxaggerated comparcd to the larger ions. The magnitude
of this field is at the upper cnd for stable clectrochemical double layers so it is of

interest to know what happens in wcaker ficlds.

However it is an experimental fact that small ions like Li" and fuoride I~ do not
chemisorb on to metals in the double region of clectrode potentials, and this phe-
nomenon is attributed to their strongly held prirhary solvation shclls. Therec arc even
anion.s (PFG'_, BF6° and C104') that adsorb morc wcakly than fluoride (5), in that thcy
distrurb the interface even less (lower capacitance). Consequently although the ST2
parameters for Li* do not qualitatively model the adsorption process at the value
of the static field used here, the scrics of IHeinzinger's anion parameters does model
adsoption changes along the serics. We do not cxpect this modelling to be quanti-
tative, for example by predicting the value of the threshold ficld above which the

lithium ion to be contact adsorbed.

To explore the static ficld dcpendence we calculated the density profile for a single
Li" ion with 215 water molecules and a single I jon in 215 ST2 waters, for different
values of the applied field. All other conditions in these simulations were the same

as bcefore.

For ficlds about seven times higher (ca.l.leOBV,’cm), like the oncs used in the cal-
culations of Brodsky and Reinhardt (30, 31), thc lithium ion was contact adsorbed

and it was observed that all the waters of the {ilm oriented with dipoles {jz. The
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behaviour in the regime of weaker ficlds is morc rclevant to the present study. As
the ficld was weakened the density profile of Li' ion shiftcd towards the middic of
the water film. In zero ficld the density profile pkm(z) was a broad bell-like distrib-
ution with the tails rcaching out to about |z] =0.5nm. This result is consistent with
that reported by Wilson et al (47) for a singlc sodium ion in a 2.0 nm thick film of
water with two liquid - vapour boundarics, and can be interpreted as the ions mi-
gfating to maximize their polarizaﬁon cnergy in the solvent. Rclaxation times were
found to be longer than 1 ns, because of the large configuration space explored.
Consequently it was not possible to get good statistics by accumulating configurations
with brute force dynamics. This problem could be better tackled using umbrcila
sampling (24) or somc scheme to simphlify the long time dynamics Iil:c those uscd to
studied polypeptides (48).

In the case of iodide thc peak in the density profile pion(z) for a given ficld always
occurred at a point closer to the charged wall than was the case (or lithium ion. This
is consistent with the previous calculations for I' ion, and suggests that the estab-
lishment of the solvent structure around this large anion occurs gradually as the field

is weakened and the ion pulls pulls back from the wall.

What can be coﬁcluded from these results? TFirst because of diferences in ionic radii
the smaller ions will be more strongly hydrated than larger ions. As the strength of
the field is increased ions with more strongly bound solvation shells will tend to spend
more time contact adsorbed. Converscly, in the abscnce of a strong universally
bindi.ng interaction such as an image intcraction, thc adsorbcd ions will shift away
from the eclectrode as the field is wecakened. An cxception will occur for large
hydrophobic ions which might remain adsorbed in a configuration that maximized
solvent cntropy (it is well cstablished that large ncutral organics cg., benzene, arc

adsorbed most strongly at the potential of zcro charge) (49).
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IX. SUMMARY

The simulations described here have revealed some of the static and dynamical com-
plexities of the adsorption of hydratcd ions onto charged surfaces. The main features
were as follows. i) The small ions Li' and I” did not make contact with electrode
in fields of 2xlO7V/cm because of their strongly bound first solvation shells. There
was a balance between clectric and Lennard-Jonces attraction and thermal {luctuations.
In the thin film polarizati'on coupling mcdiated by watcr molccules increased the size
of the fluctuations expcrienced by the ions. 1) In the modcl uscd here chloride was
the first ion to cxhibit contact adsorption. In the 2 nm film it appeared to have a
bimodal distribution. iit) The presence of adsorbed ions implies the presence of lo-
calized water held in place by the ficld of the ion and it's associated hydrogen bond
network. The presence of large interfacial ions also mcans there is a depletion zone
where fewer waters arc located. i1v) The time dependence of the first shell hydration
numbers for lithium and fluoride corroborate the picturc. The residence time of a
water molecule on lithium ion was a factor of four longer compared to fluoride. The
first solvation shell of chloride and the bigger ions were found to be all very dynamic
with residence times around 10 ps according to the model used here. Exchange of

water between the first shell and the bulk was less than about Ips.

Finally we point out that their are significant physical cflects not modeled in the
present study. In particular rigid non polarizable models exhibit dielectric saturation.
To more accurately account for rclaxation around small ion core one clearly nccds
to enhance the models in significant ways outsidc the scope of the present study. In
the extremely high ficlds near small ion cores water molccules will distort electronically
and geometrically. To account for these effects commonly adopted enhancements
include replacement of the repulsive r'* core potcentials with softer ones fashioned

after exp(-ar), or better still a sum of exponcntials obtained from a quantum chemistry
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calculation, polarizable ions and neutral water molccules, and (lexible water molccules.

Work on incorporating these eflfccts in useable modecls is in progress in our laboratory.
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Table I The interaction paramcters (g, ¢, 06, A, B) and mass (m) for all atoms used
in the simulations, where g.=e , £, = | KJ|mole , o, = lnm ,
A, = 17447 x 10-5KJ e nm[mole , B, = 76.144 x 10-3KJ ¢ mm*fmole , and m, = 1AMU.

The ¢ and o for unlike atom pairs is formed from the combination rules,

Eap = \/(Cuﬁnn) and o= (‘TM + Uma)/z-

qlq. ele, alo, mjm, AlA, BIB,

O ST2? 0.0000 0.316 0.310 16.0 1 1
11_ST2 0.2357 0.000 0:000 1.000 0 0
PC_ST2 -—0.2357 0.000 0.0 0.0 0 0
Li 1.0000 0.149 0.237 6.9 | 1
F — 1.0000  0.050 0.400 19.0 1 1
Cl —1.0000 0.168 0.486 35.5 | 1
Br — 1.0000 0.270 0.504 79.9 1 1

1 |

1 — 1.0000 0.408 0.540 129.9
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Table II. Summary of hydration water residence times with the onc sigma crrors for
LiX (X=F,CL,Br,I} in water films with 216 molccules (2.362nm) and 432 moleculcs
(4.320nm).

LiF LiCl LiBr LiI

2.362 nm film with 216 molecules

Lit ion, 1st shell 122425 168443 115443
Li* ion, 2nd shell  1240.5 1240.4  1240.5
X" iom, 1st shell 25+1.8  124#0.6  1140.6
X~ ion, 2nd shell 13+0.4 1340.4 1240.4

4.320 nm film with 432 moleculés

Lit jon, 1st shell  106+14  97+12 87417 130422
Li* ion, 2nd shell  10+0.3  9+0.3 1040.3  940.3
X~ ion, 1st shell 33+2.7  16+1.2  14+0.8  1140.6
X~ ion, 2nd shell 1540.6  16+0.6  16+0.6  15+0.5
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Table 111. Summary of density profile results of halide ions in two water films. All
positions relative to closest wall at |z} = 0.934 (for 2.362nm film) and |z|= 1.868nm
(for 4.320nm film).

Lit & F- C1- Br— I-
2.362nm film
Znear — 2P +0.084  -0.084  +0.034  +0.058  +0.058
Zpk —2Zp¢  +0.225  -0.273  -0.225  -0.036  -0.013
Zfay —2p9 40.580  -0.556  -0.509  -0.320  -0.249
4.320nm film
Znear — Z2nP +0.044  -0.007  +0.062  +0.062  40.062
Zpk  —ZpS  +0.202  -0.176  -0.044  -0.017  -0.017
Zear - 219 +0.414 -0.440 -0.335 -0.308  -0.202

a lithium from LiF simulation

bz ., point of nearest approach to clectrode
€Z o position of peak in the density

dz far® position of farthest point from electrode




Table 1V. Summary of water density profile results for LiX (X=I/,Cl,Br,I) two water
films. All positions measured in nm relative to ncarest hard wall at |z,| = 0.934nm (for
2.362nm film) and |z} = 1.808 (for 4.320nm film). The number in parenthescs is the

value in nm™ of the density profile
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LiF LiC1 LiBr Lil

2.362nm film

Peak on -0.060 -0.036 ~0.036 ~0.036
anion side (147) (143) (142) (135)
Minimum on -0.273 -0.273 ~0.296 -0.273
anion side (103) ( 95) ( 93) { 91)
Peak on 0.036 0.036 0.036 0.036
cation Side (133) (140) (138) (138)
4.320nm film

Peak on -0.044 -0.044 -0.044 ~ -0.044
anion side (157) (150) (152) (141)
Minimum on -0.255 -0.282 -0.255 ~0.255
anion side ( 96) ( 93) ( 90) ( 87)
Peak on 0.044 0.044 0.017 0.017
cation Side (146) (149) (151) (147)
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FIGURE CAPTIONS

Iigure 1. lon-water pair correlation functions for lithium and the halide ions. The
four correlation functions for the lithium ions arc sxipcrimposcd showing
their essential equivalencc. [For chloride, bromide, and 1odide the second
pcak ncar 0.55 nm are also essentially thc samec within numerical error.
The dip at 0.82 nm indicated by thc arrows was duc to the truncation

function.

Figure 2. Time dependence of the z coordinate of the lithium ion and a fluoride ion
| during a simulation lasting 1000 ps. At timec t = 0 ps both ions start out
ncar the cathode. It takes the anion about 100 ps to migrate across the
gap. Note that the electric ficlds keep the ions separated and restricted to
~vicinity of their respective clectrodes. The ions are not f{ree to diffuse
throughout the gap. Dashed horizontal lines dcfine the beginning of the

hard wall repulsive region of the potential starting at |z} = 0.934 nm. This

1s effectively the boundary surface of the electrode.

Figure 3. Distribution of Li+, I, and 214 water molecules in a strong _clectric field
(~2x107 V/cm) across the gap betwcen the charged plates. Wall potential
shown for referencc. Circles are Lennard-Jones radii for the ions and water.
In this simulation the anion ncver contact adsorbs. Contrast this with the
results of the simulation for LiCl; LiBr, and Lil. Notc the shallow minimum

in the water distribution near the avcrage position of the anion.

Figure 4. Distribution of Li' , 17, and 430 water molccules in a strong electric field

(~2xl()7 V/cm) across the gap between the charged plates. Wall potential
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shown for reference. Circles arc Lennard-Jones radii for the ions and watcr.
In this simulation the anion never contact adsorbs. Contrast this with the
results of the simulation for LiCl, LiBr, and Lil. Note the shallow minimum

in the water distribution ncar thc average position of the anion.

Figure 5. Time dependence of the z coordinate of the lithium ton and a a chloride
ion during a simulation lasting 1000 ps. At timc t = 0 ps both ions start
out near the cathode. It takes the anion less than 100 ps to migrate across
the gap. Note that the electric fields keep the ions separated and restricted
to vicinity of their respective clectrodes. The ions arc not f{ree to diffuse
throughout the gap. Dashed horizontal lines define the hard wall region
of the potential starting at |z] = 0.934 nm. This is effectively the boundary
surface of the electrode. Unlike fluoride the chloride jon does touch the

boundary, and in this model is able to contact adsorb in weak fashion.

Figure 6. Distribution of Li+, CI, and 214 water molccules in a strong clectric field
(~2x107 V/cm) across the gap between the charged plates. Wall potential
shown [or reference. Circles are Lennard-Jonces radii for the ions and water.
In this simulation the anion makes weak contact adsorption. Contrast this
with the results of the simulation for LiBr and Lil, where the contact
adsorption is more frequent and thercfore stronger. Note the shallow

minimum in the water distribution ncar the average position of the anion.

Iigure 7. Distribution of Li+, CI, and 430 water molccules in a strong clectric field
(~2xlO7 V/cm) across the gap between the charged plates. Wall potential
shown for reference. Circles are Lennard-Jones radi for the tons and water.

In this simulation thc anion makes wcak contact adsorption. Contrast this
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with the results of the simulation for LiBr and Lil, where the contact
adsorption is morc frequent and therefore stronger. Note the shallow

minimum in the water distribution necar the average position of the anion.

Timc dependence of the z coordinate of the lithium 1on and a bromide ion
during a simulation lasting 1000 ps. Notc that the elcctric fields keep the
ions separated and restricted to vicinity of thcir respective electrodes. The
ions arc not frce to diffuse throughout the gap. Dashed horizontal lincs
define the repulsive region of the wall potential starting at |z} = 0.934 nﬁ.
This is cflectively the boundary surface of the electrode. Note that the
bromide ion frequently touches the boundary, and so in this model is a

modcrate contact adsorber.

Distribution of Li+, Br, and 214 watcr molecules in a strong clectric field
(~2xlO7 V/cm) across the gap between the charged plates. Wall potential
shown [or reference. Circles are Lennard-Jones radii for the ions and water.
In this simulation thc anion engages in moderate contact adsorption.
Contrast this with the rcsu'lts of the simulation for LilF where there is no
contact and Lil where the iodide makes strong contact. Note the shallow

minimum in the water distribution ncar the average position of the anion.

Figure 10. Distribution of Li +, Br, and 430 watcr molecules in a strong electric ficld

7 .
(~2x10° V/cm) across the gap between the charged plates. Wall potential
shown for reference. Circles are Lennard-Jones radii for the ions and water.
In this simulation the anion engages in moderate contact adsorption.

Contrast this with the results of the simulation for Lil7 where there is no
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contact and Lil where the iodide makes strong contact. Notc the shallow

minimum in the water distribution ncar the average position of the anion.

Figure 11. Time dependence of the z coordinate of the lithium ion and a iodide ion
during a simulation lasting 400 ps. Notc that the electric ficlds kecp the
ions separated and restricted to vicinity of their respective clectrodes. The
ions arc not frec to diffuse throughout the gap. Dashed horizontal lincs
define the hard wall region of thc potential starting at |z] = 0.934 nm.
This i1s effectively the boundary surface of the electrode. Note that the
iodide ion spends almost all its time at thc boundary, and in this model is
classified as a strong contact adsorber. It makes only short time cxcursions

away f{rom the surface.

Figuré 12. bistribution of Li+, I, and 214 water molecules in a strong clectric field
(~2x107 V/cm) across the gap between the charged plates. Wall potential
shown for reference. Circles are Lennard-Jones radii for the ions and water.
In this simulation the anion exhibits strong contact adsorption. The density
profile is sharply pcaked very close to the repulsive wall. Contrast this with
the results of the simulation for LilF where there is no contact. Notc the
shallow minimum in the water distribution ncar thc average position of the

anion.

Figure 13. Distribution of Li+, I', and 432 water molccules in a strong clectric field
(~2xl()7 V/cm) across the gap between the charged plates. Simulation time
1000ps. Wall potential shown for reference. Circles arc Lennard-Jones radii
for the ions and water. In this simulation the anion exhibits strong contact

adsorption. Thc density profile is sharply peaked very close to the repulsive
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wall. Contrast this with the results of the simulation for Lil' where there
is no contact. Note the shallow minimum in the water distribution ncar

the average position of the anion.
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MOLECULAR DYNAMICS COMPUTER SIMULATIONS OF CHARGED METAL

ELECTRODE-AQUEOUS ELECTROLYTE INTERFACES

Michael R. Philpott and James N. Gloslit

IBM Almaden Research Center

650 Harry Road, San Jose CA 95120-6099
tLawrence Livermore National Laboratory
Livermore CA 94550

INTRODUCTION

When two different substances are joined material flows across the interface (sometimes
almost imperceptibly) until the chemical potentials of the component species are equal-
ized. When the sustances are solid or liquid and some of the chemical species are charged
then the interface developes a net electrical polarization due to the formation of an electric
double layer. The existence of electric double layers was first recognized by von
Helmholtz ! who studied them in the last century. In many chemical and biological sys-
tems the electric double layer exerts a profound effect on function. For example in
aqueous electrolyte solution the electric field of a charged object (electrode surface or an
ion) is completely shielded by the movement of ions of opposite sign toward the surface
until charge balance is achieved. The distribution of ions around charged objects is de-
scribed simply by the classical theories of Gouy?4 and Chapman’ for flat surfaces and
by the theory of Debye and Hiickel® for spherical ions.

The main goal of this program of study is to give a molecular basis for understanding the
structure and dynamics of electric double layers at charged metal-aqueous electrolyte
interface. The aim is to unify current separate descriptions of surface adsorption and
solution behavior, and ultimately to include a detailed treatment of the surface
crystalography and electronic properties of the metal. A key element in this effort is the
correct treatment of electrostatic interactions among ions, polar neutrals and their images
in the metal. In our work this is achieved with the use of the fast multipole method of
Greengard and Rokhlin?-10. The fast multipole method was specifically designed for ef-
ficient computation of long range coulomb interactions. In our simulations we have used

it to in the calculation of all electrical forces, including direct space and image inter-
actions.
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Because we calculate the electrostatic interactions accurately, without the use of finite
cut-offs, this work also has important implications concerning the way in which ions and
water distributions in biological!! and clay suspensions!2 systems should be calculated.

Four previous publications summarize the work completed prior to that described in this
report!3-16, Through systematic computer simulations we have shown that a relatively
simple model suffices to describe the adsorption of halide anions and alkali metal cations
on neutral and charged metal surfaces. These calculations show qualitatively many of the
features known to occur experimentally at electrochemical interfaces in the
thermodynamically stable region of the electric double layer. Most notable are the exist-
ence of: highly oriented water layer next to the charged metal, contact adsorption layer
of the larger ions, and a diffuse region of strongly hydrated ions. The contact adsorbed
ions comprise the compact layer in electrochemical interfaces. In our model, contact
adsorbed ions are physisorbed because there is no provision to describe covalent bonds.
Typical electric fields found in our calculations correspond to 5x10° V/m, and these arise
from image charge densities on the electrode of about 0.1e/nm?. One by product of our
simulations is to point up some of the limitations in current electrochemical concepts.
Consider for example the outer Helmholtz plane which defines the position of closest
approach of hydrated ions to the elctrode surface. This plane is shown in numerous
textbook and review article illustrations!”> 13, Our simulations show that the plane really
corresponds to a narrow zone where ions of the diffuse layer ions penetrate with increasing
difficulty the closer they are to the electrode surface. In this zone some mixing with
contact adsorbed species can occur which is not possible in the old picture.

In the last fifteen years there have been many simulations of water and electrolyte sol-
utions near surfaces. Some of these studies have contributed greatly to our understanding
of electrochemical interfaces. For completeness some of this work is summarized here.
Films of pure water between uncharged dielectric walls!3. 19-21 and charged dielectric
walls!3. 14. 22. 23 Some of this work is noteworthy because of a predicted phase tran-
sition?2: 23, There have been numerous calculations reported for uncharged metal24-27
walls?8-32 including one for jellium3® and several for corrugated platinum
surfaces?7-29. 31, 32 predicting that water adsorbs weakly at top sites with oxygen down
on Pt(111) and Pt(100). There have also been some calculations for electrolyte solutions
between uncharged and charged dielectric walls!3. 14, 33. 34 emphasizing spatial distrib-
utions and hydration shell structure. There have been studies for electrolytes between
uncharged metal walls2’+ 35. 36, The work of Rose and Benjamin3® is particularly inter-
esting because umbrella sampling was used to calculate the free energy of adsorption.
Finally we mention the studies of water between charged metal walls37, and electrolytes
between charged metal walls3?. In much but not all of the work just summarized, the long
range coulomb interactions were treated in an approximate way. The commonest ap-
proximation was to cut off all interactions beyond a certain radius like 0.10 nm. Some
workers used the Ewald method or a planar modification of the method to compute the
sum of long range fields correctly. Curiously many of the other summation methods, like
the planewise method of de Wette 38 seem not to have been used at all. The reason why
it is important to calculate the long range fields accurately is to capture the macroscopic
part. The dipole component of the field is conditionally convergent and the sum must be
performed in a manner consistent with the physical boundaries. This is a rather old
problem which has a partial mapping onto the problem of calculating the macroscopic
electromagnetic field inside a sample of arbitrary shape. Space and time (!) prevent us
from pursuing this connection here.
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CAPILLARY THERMODYNAMICS

Our present understanding of electric double layers and their importance in surface
electrochemistry has its origin in the dropping mercury electrode experiments of
Grahame39 40, The basic experiment consists of measuring the radius of a sessile mer-
cury drop as a function of electrode potential and electrolyte composition. One can then
use the electrocapillary equations of Lippmann?! to relate radius of the drop to the
interfacial surface tension and so in turn to the charge on the electrode. Thermodynamic

arguments are then used deduce the surface excess concentration of adsorbed cations,
anions and neutral organics on the electrode surfacel7. 18, 39, 40,42, 43,

Y electrocapiltary
NaF thermodynamics
Lipmann eqn.

.a_Y_)=-
(av X Im

Y

potential V

Tg -
non-specific
/neutrals a ds_orgt_ion _
PFg, F ,ClOy, ...
Li*, Na*, ...
neutrals

cations
anions

potential V
Ts
cations
contact adsorption _
anions |, Br,Cl,SCN, N3, ...
NRZ, Cq, ...
potential V

Figure 1. Schematic diagram depicting thermodynamics of adsorption: (a) plot of surface tension Y vs
electrode potential V for different electrolyte compositions, (b) surface concentration I ¢ vs potential V for
neutrals and strongly hydrated ions, (c) T vs potential V for contact adsorbing ions.

Figure 1 summarizes the important aspects of thermodynamic studies. For example at the
lop of Figure 1 the surface tension 7 is depicted versus electrode potential for aqueous
NaF at different concentrations. The Lippmann equation

ay)
— = —q (n
( v JTPN, Y

can be used to determine the charge on the mercury drop directly, and in turn the differ-
ential capacitance can be calculated. Contact adsorbed ions give a large contribution to
the capacitance compared to ions in the diffuse layer, and this has be used to separate their
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contributions in mixed solutions. The middle Figure 1 shows highly schematic curves for
the adsorption of neutral organics and strongly hydrated ions on noble metals. The or-
ganics adsorb most strongly when the charge on the electrode is small because the water
layer nearest the metal is then least strongly bound and more easily displaced by the or-
ganic adsorbate. The final part Figure 1c shows the adsorption isotherms for larger ions,
in particular it depicts behaviour like that observed for iodide and the pseudohalides CN-
and thiocyanate SCN". For more discussion see the review paper by Anson?4. For solid
electrodes less direct methods are used to obtain the relevant data for a thermodynamic
analysis. If the differential capacitance?>. 46

_f 9m
V) = (_aV_)TPNj (2]

can be measured in a way that inner layer and diffuse layer contributions can be separated
then a variety of integration techniques can be used to determine the charge on the
electrode. From these quantities the other important thermodynamic variables such as the
surface concentrations I'g (depicted schematically in middle and bottom of Figure 1) can
be obtained using the thermodynamic analysis starting from Eqn (1).

THE TRADITIONAL MODEL

On the basis of experimental methods like differential capacitance, chronocoulombmetry,
ellipsometry, and UV-visible spectroscopy, wielded with consummate skill a detailed
picture of the electric double layer adjacent to metal surfaces has been devised!$: 47,
We will refer to this picture as the 'traditional model'. The main features of this model
are shown schematically in Figure 2 for that part of the double layer close to the electrode
surface. Drawings similar to this one can be found in many textbooks and review articles
on interfacial electrochemistry8-50, The metal is flat and carries charge (negative shown),
the aqueous subphase is divided into two parts, called diffuse and compact regions. Ad-
ditionally next to the charged surface there is a highly oriented layer of water shown in
Figure 2 with protons oriented towards the surface. The anion is shown adsorbed in
contact (physisorbed) and the strongly hydrated cations are shown no closer than two
water molecules. The inner Helmholtz plane (IHP) is defined as the plane through the
nuclei of the contact adsorbed anions and a similar plane through cations at their distance
of closest approach is called the outer Helmholtz plane (OHP). Beyond the OHP the
distribution of ions is assumed to be described by the Gouy-Chapman theory, which in it's
simplest form assumes the ions are charged point-like objects and the solvent is a
dielectric continuum with appropriate bulk properties. Close to the electrode the 'tradi-
tional model' calculates system properties based on static distributions or uses lattice sta-
tistics. The diffuse region in this picture!® starts two solvent molecules from a flat
electrode surface and stretches out several nanometers into the bulk electrolyte. The
electrostatics and ionic distributions in this diffuse part were first described by the Gouy-
Chapman theory2-> which predates even the Debye-Hiickel® model of ionic atmospheres
in bulk electrolytes. The ions in the diffuse layer screen the net charge of metal and any
ions occupying in the compact part of the double layer. Traditionally the structure of the
compact region is thought of as being rather static and resembling a parallel plate capacitor
with a gap of atomic separations (0.1 - 0.2 nm). The flat surface model dates from times
before the ability to make useable single crystal electrode surfaces, the advent of
synchrotron sources and facilities to do surface X-ray analysis. Even so quite a consid-
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erable effort has been directed toward developing better model of the metal side. In this
regard the work of Halley et al>!-53 and Schmickler> is particularly significant. These
groups have developed theories based on jellium electrode models of the charged metal
surface that attempts to capture important physics causing features in measured
capacitance vs. potential curves. Focussing more on the electrolyte subphase Henderson
and coworkers® have developed a correlation function approach and an analysis that
shows that in their very reasonable model there is no sharp division between the diffuse
and inner Helmholtz planes. This is in contrast to the ideas conveyed by the pictures
found in many textbooks and Figure 2.

OHP IHP
_____—?_—*
> 4&\ N\
< e
S
gose
<— Diffuse layer region —>> e‘s\\\
8\
4‘4\ §§
g'@

Oriented 1st water monolayer
Solvated Contact adsorbed
cation anion

Figure 2. Schematic diagram depicting the 'traditional model’ of the electric double layer found in many
review articles and introductory texts on electrochemistry.

It must be pointed out that many of molecular dynamics studies performed to date have
not recognized the importance of solving the electrostatics problem accurately. Intense
long range fields exist at the interface because of the large dipole normal to the surface
formed by the ions and their electrical images are all in phase. This problem spills over
into other areas where electrostatics is important, for example most studies of water around
biological objects are wrong in the way in which the dielectric polarization of water is
calculated because long range correlations are lost when interactions are cut off at a finite
distance. Workesrs in this field often resort to using distance dependent dielectric functions
1o shield ionized groups attached to the object's surface.

The experimental picture of electrochemical surfaces is currently undergoing rapid change
due to numerous advanced in situ and ex situ UHV surface science probes of the
electrochemical interface. The new synchrotron based X-ray surface crystal structure
probes like grazing incidence X-ray scattering (GIXS), X-ray standing wave (XSW), sur-
face extended X-ray absorption fine structure (SEXAFS) techniques have allowed surface
geometries to be measured for the first time3%-59, Recent studies by Hubbard and
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coworkers?® reveal changes in charge state of the ion as the surface concentration is in-
creased, changes that have analogies in UHV surface science studies of the metalization
of semiconductors These studies show contact adsorption to be a complex process that can
evolve into chemisorption at high coverages even if the initial step is physisorption. Local
probes like scanning tunneling microscopy (STM) and atomic force microscopy (AFM)
give images with local atomic scale features. The next few years will likely see major

revisions in our experimental understanding of the less dynamic part of the
electrochemical double layers.

MODEL FOR THE IMMERSED ELECTRODE

Consider a system consisting of two electrodes immersed in aqueous electrolyte solution
as shown schematically in Figure 3. Reading from left to right there are three regions:
the anode on the left, the bulk region at the center, and the cathode region on the right.
If the electrodes are uncharged then in all three regions the electrolyte phase would be
electrically neutral. Now when the externally applied (battery) potential is altered so that
the electrodes become charged (the case shown schematically in Figure 3) the electrolyte
responses by screening the electric field and the three regions acquire different net charge.
One with excess anions (left) screens the positive charge on the left electrode, a bulk re-
gion in which the electric field is zero, and one with an excess of cations (right). When
the charge on each electrode is included with the adjacent 'zone' of electrolyte the net
charge in each region is zero.

These simple considerations suggest we can try to model an immersed electrode with it's
adjacent screening region and do not have to model the whole cell as was done in two
previous publications!3: 14, This approach is useful because it reduces the number of
water molecules in the calculation, however it imposes a constraint in the form of charge
neutrality and requires us to choose a 'good' boundary to separate the bulk region and
immersed region. We can test the boundary by scaling the size of the system to capture

some bulk-like behavior. Scaling by a factor of ten suggests that four layers of water is
a minimum sized system.

Our immersed electrode model therefore consists of a layer of electrolyte between two
walls. The wall on the left carries no charge it is simply a restraining wall and ideally
should allow a continuous transition to the bulk electrolyte region. The complete system
of electroitye and electrode (always chosen to be on the right hand side in our calculations)
is neutral, unless we deliberately choose to stress the system with an uncompensated
charge on the right hand metal electrode. In practice we have performed both types of
calculation for reasons described in more detail later. Later we will show an important

result that water behaves in an uncompensated field as if the excess ionic charge were
higher.

Since there is integer charge in the aqueous phase q A’ and the image charge on the metal
q,,, satisfies the equation g + qu, = 0. In our calculations we also consider cases (to be
discussed at length later) where there is additional charge g on the electrode with the
restriction that gr = gin + qu. = ne where n=0,+1,1£2, ....

In Figure 3 if one thinks of the vertical dash line as symbolizing the restraining wall then
in reality the vertical line will be very close to the corresponding electrode for a
macroscopic sized cell. Integral electrode charge is an essential constraint in this im-
mersed electrode model. We stress again that the main advantage of the model is that
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only about half the number of water molecules are needed to simulate a system with two
metal electrodes. For the restraining barrier we choose a 9-3 potential. The origin for this
restraining potential is at 1.862 nm from the image plane of the metal. We refer to this
restraining potential surface as the dielectric surface, and as already mentioned it's only
function is to limit the extent of the fluid phase and thereby make the calculations more
tractable. In all the calculations reported here the simulation cell was a cube with edge
1.862nm. The cube was periodically replicated in the xy directions parallel to the
electrode surface plane. Again we mention that we have performed some scaled up cal-
culations on cells with larger edge length by up to a factor 2 and found very similar fea-
tures to those described for the smaller cells.

JT H" 1

|
I model this part

Figure 3. Immersed Electrode Model. Schematic diagram of the electrochemical cell showing the im-
mersed electrode configuration on the right side. Vertical broken lines symbolize the transition region from
diffuse layer to bulk electrolyte where the solution is electrically neutral.

MODEL FOR WATER, IONS AND THE METAL SURFACE

In all the calculations reported here we have used the parameters of the Stillinger60. 61
ST2 water model and the extensive interaction parameter set for alkali metal ions and
halide ions developed by Heinzinger and coworkers2, Figure 4 shows a schematic of the
ST2 water model, a simple ion and the smoothly truncated Lennard-Jones potential. The
ST2 water molecule model consists of a central oxygen atom (O_ST2 or O for short)
surrounded by two hydrogen atoms (H_ST2 or H for short) and two massless point
charges (PC_ST2 or PC for short) in a rigid tetrahedral arrangement (bond angle =
cos~Y(1/4/3 ) ). The O-H and O-PC bond lengths were 0.10 nm and 0.08 nm respectively.
This small difference in bond lengths means that the water_ST2 model and its electrostatic
image (i.., Q — -q ) behave similarly. The only Lennard-Jones 'atom' in ST2 model is
the oxygen atom. The hydrogen H and point charges PC interact with their surroundings
(e, other atoms and surfaces) by Coulomb interactions only. Their charges are Gy=
9.23570Iel and qp= -qy. The O atom carries no charge. The alkali metal ion and halide
lon were treated as non-polarizable Lennard-Jones atoms with central point mass and
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charge. Figure 4 shows an ion schematically next to the water model. The atom-atom
interaction parameters are taken from Heinzinger's review28: 62,

Next we describe the interaction between water and ions and the metal and restraining
wall. The metal was represented by two linearly superimposed potentials. Pauli repulsion
and dispersive attractive interactions were modelled by a 9-3 potential, and the interaction
of charges with the conduction electrons by a classical image potential. In the calculations
described here the image plane and origin plane of the 9-3 potential were coincident. This
was tantamount to choosing the image plane and the nuclear plane of the metal surface
to be coincident. This was acceptable in our scheme because the Lennard-Jones core

parameters G are all large and the ‘'thickness’ of the repulsive wall is also large (ca. 0.247
nm).

Je
0.155 nm 2 v(r)

smooth
cut—off

~€ - -‘
=0.23 = !
g=109°2|68|' a=ne ocre=§/20
(a) Water/ST2 (b)lons/ST2  (c) Lennard—Jones
Model Model Potential

Figure 4. The lon and Water Models. Schematic diagram summarizing the key features of the model for
ST2 water and the ions. Water and ions are treated as non polarizable Lennard-Jones atoms with embedded
charges. Shown on the left is a schematic drawing of the Lennard-Jones potential with smooth cut-off.

CALCULATION OF THE ELECTROSTATIC INTERACTIONS

Electrostatic sums are conditionally convergent and great care must be exercised in using
cut-offs and different boundary conditions. The Coulomb field computation grows as N2
(N number of charged particles) unless special measures are adopted. We use the fast
multipole method (fmm) devised by Greengard and Roklin’, in which the cpu time grows
as N. The cross over point in efficiency for direct sum versus fimm can be as small as
N = 1000 (about 250 ST2 water molecules). The original papers of Greengard should be
consulted for details of this clever algorithm. Some discussion of the use of fmm in
electrochemical simulations has been given by Glosli and Philpott!3,

TOTAL POTENTIAL ENERGY OF THE SYSTEM

The Coulomb interaction between molecules was represented as sum of 1/r interactions
between atomic point charges. For the ST2 water model these interactions result in H-
bonds that are too strong when the PC and H atoms are close. These interactions were
softened for small molecular separation in the way described by Stillinger®® and Lee et

82

—

a4




al!% by introducing a switching function S that modifies specified atomic coulomb inter-
actions at small separations. The short range part of the intermolecular interaction was
modeled by Lennard-Jones potential between atom pairs on each jmolecule. All
molecule-molecule Lennard-Jones type interactions were cut-off in a smooth fashion at a
molecular separation R =0.68 nm by a truncation function T. The atoms of each molecule
also interacted with the surfaces at z =4z, where z, = 0.931 nm. Both surfaces were
treated as flat featureless plates with a uniform eiectric charge density of ¢ on the metal
plate at + z, if there is an uncompensated charge on the metal, otherwise 6 =0 This gave
rise to a uniform electric field, E =4nKo, in the z-direction where K the electrostatic
coupling constant had the value 138.936 kJ.nm/(mole.e? ) in the units of this paper. The
complete interaction energy U was given by the following formula

Kquq Oup © Kqug
U= 2 ({ r:ﬁB [stk;. RE.R )‘]]+4ea[ﬁ[( ug) -« r:g) ] }T(RU)*'_%B_E)
BE 4

l(} [3]

A B A B
+2{—anzu+( ¢ By (e “3)}

r (2 + 2,) (zq+ 10)3 (zg— z‘,)9 (Zg ~ 20)

where i and j were molecular indices, and o and B were atomic indices. The symbol A;
represented the set of all atoms of molecular i . The symbol R;; was the distance between
the center of mass of molecules i and j. The symbol r,3 was the distance between atoms
o and B. For small R we followed the practice of modifying the the coulomb energy
between ST2 molecules and ions by the switching function S(R, R., Rv) given by,

0 R<R,
R-R,Y(3Ry;-2R-R
SR, R, Ry) = (R=R,) (3Ry - L) R <R<Ry [4]
, (Ry—R.)
1 Ry<R

The values of R, and Ry were dependent on the types of the molecular species that were
interacting. As mentioned above the tails of the Lennard-Jones pair interactions were cut
off by the truncation function T. The form of T was given by,

TR) = ( ( ) ) R<R<R £5]

The same truncation function has been applied to all non Coulombic molecular inter-
actions, with R/=0.63 nm and R]=0.68 nm. The integers m and n controlled the smooth-
ness of the truncation function at R] and R], respectively. In this calculation n=m=2
which insured that energy has continous first spatial derivatives.

All the atom-atom and atom-surface interaction parameters are given in Table 1. For ex-
ample we see that the (€,5) pairs are (0.3164, 0.3100), (0.1490, 0.2370) and (0.4080,
0.5400) for O_ST2, Li ion and I ion respectively. The units of the well depth € are
kJ/mole and the van der Waals o is in nm . The usual combining rules were enforced for
unlike species, namely: €xs = (EssEap)” and Gap = Y4(Gas + Ops). The st2 model switching
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function (see later) interval ends R}’ and R} both vanish except for st2/st2 water pairs,
where R;">*7*=0.20160 nm and R{™**"=0.31287 nm.

The atom-surface parameters describing interaction with nonconduction electrons were
chosen to be the same as those used by Lee at al!%, A=17.447x10°® kJ(nm)®/mole and
B=76.144x10"3 kJ(nm)*/mole for O, I ion and Li ion. The A and B parameters for H_st2
and PC_st2 were set to zero. The potential corresponding to these parameters describe a
graphite-like surface. Real metals would have much larger € ours were deliberately chosen
to be small so as to permit coulombic interactions to dominate the physics.

Table I. The interaction parameters (g, €, G, A, B) and mass (m) for all atoms used in the simulations, where
go=¢€ , &= 1KJ/mole , G,=1nm , A, = 17.447 x 10-*KJ - nm®/mole , B, =76.144 x 107°KJ « nm¥}/mole , and
m,=1AMU. The € and o for unlike atom pairs are formed using the combination rules €, == \[(E4+€s5) and
Oan = (Oaa + Ops)/2.

q/q, &fe, o/0, mim, AlA, B/B,
0_ST2 0.0000 0.316 0.310 16.0 1 1
H_ST2 0.2357 0.000 . 0.000 1.000 0 0
PC_ST2 —-0.2357 0.000 0.0 0.0 0 0
Li 1.0000 0.149 0.237 6.9 1 1
F - 1.0000 0.050 0.400 19.0 1 i
Cl -~ 1.0000 0.168 0.486 355 1 1
Br - 1.0000 0.270 0.504 79.9 1 1
1 - 1.0000 0.408 0.540 129.9 1 1

In the equations of motion bond lengths and angles were explicitly constrained by a
quaternion formulation of the rigid body equations of motion®3. The equations of motion
were expressed as a set of first order differential equations and a fourth order multi-step
numerical scheme with a 2 fs time step was used in the integration. At each time step
a small scaling correction was made to the quaternions and velocities to correct for global
drift. Also the global center of mass velocities in the x and y directions was set to zero
at each time step by shifting the molecular translational velocities.

In the analysis of configurations the first 100 ps were used to equilibrate the system and
subsequent configurations were used in compute properties like density profiles. There
were exceptions where it was evident that the system had not equilibrated. In practice it
was found this occurred frequently in three ion systems, as in the case of a cation in the
presence of two coadsorbed iodide ions. All the simulations were run to 1000 ps or
longer, so that generally 900 or more configurations one ps apart were used to calculate

averages. Typical density plots were derived from bining configurations stored every ps
and with bin widths of 0.005 nm or larger.




EQUATIONS OF MOTION

All molecules, in this study, were assumed to be a rigid collection of point atoms, so that

all bond lengths and bond angles within a molecule were fixed. To evolve a collection

of these molecules a quaternion formulation of the rigid body equations of motion was

used®3-%5 The center of mass position (R;) and velocity (V,) was used to describe the

translational degrees of freedoms of molecule i. The orientational motion of the molecule
, was described by the quaternion q;=(g?, ¢/, ¢7, ¢?) and the rotational velocity (wf), as
; measured in the body frame of the molecule. The one exception to this was for

monatomic molecules, in which case the orientational degrees of freedom were not
. needed.

The discussion of the equations of motion begin by considering the potential energy U.
From Eqn 3, it can be seen that the potential energy can be treated as a scalar function
of the variables (Ry,..., Ry; ry,..., ), where N is the number of molecules and n is the
number of atoms in the entire system.

U=UR,.... Ry s 7)) [6]

Of course not all these variables are independent. However for the purposes of the fol-
lowing two definitions they are treated as independent variables.

fo=-V, U, F;=-VgU. [7]

The total force F7 and torque T, can be expressed in terms of f, and F; as

F:T=Fi+2fa Ti=2(ra_Ri)va (8]

ae A; Qo€ A;

The translational motion of the molecule is described by the first order ordinary differen-
tial equation,

——=V; M—L =¥ [9]

For the rotational motion it is convenient to work in the body axis of the molecule, where
. . A . . - . - .
the moment of inertia /; is diagonal and time independent. It is useful to define the op-

erator é,»
1 2 3
-4 —q9; —4q;
0 3 2
Al 4 —49 4
= 3 o [10]
9 49 —49q;
2 1 0
-9 49 49
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and the body frame rotational force
Ff =1 - o) x (o). [11]

Using these quantities above, the following first order ordinary differential equations can
be written to describe the rotational motion

dq; d
dtl —Qx i iT Ff [IZJ

This set of equations conserve the total energy for time independent potentials (U) . A
constant temperature ensemble may be simulated by introducing a velocity dependent term
in the acceleration terms to constrain the total kinetic energy. The constant temperature
equations of motion are written as

dR; dv; T
= = Ve M'_Jt— = F; -vV;
dq A b b
—- =00, @’ —-F - Yoy, [13]

Y=V +olF)/(2K)

This choice of 7y ensures that the total kinetic energy of the systems is constant.

INTRODUCTION TO THE RESULTS

The purpose of this section is to briefly introduce and explain some of the terms and
concepts used in the description and discussion of the results. We define inner layer, inner

surface field and the external or as we will also refer to it the 'uncompensated’ field.

In our calculations the inner layer is defined to be all ions and molecules in contact with
the electrode. Recall that the surface is represented by a 9-3 potential that acts on the
center of the molecules and ions. This means that in our model the inner most layer, i.e.,
the first layer, has a simpler structure because steric effects due to dimension perpendicular
to the surface are suppressed. In a more realistic model Pauli repulsion would ensure that
the center of water was closer to the surface that the center of an iodide ion. One conse-
quence of our model is that some hydrophobic effects at the surface are accentuated, and
some steric effects based on volume are decreased in importance.

In equilibrium states the charge on the flat electrode is just the net image charge, which
is equal in magnitude but opposite in sign to the sum of the charges on the ions. In this
case there is no field in the bulk because the fields from the ions and their images cancel.
When the charge on the electrode is only the image charge, then the potential drop occurs
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between the metal surface and the ions. There is essentially no electric field beyond the
ions. We call the field generated by the ions and their images the inner surface field.
Since the water molecules have large permanent dipole moments those molecules between
the ions and the metal will try to align with the field.

It is useful from the theoretical point of view to stress the system by placing extra un-
compensated charge on the electrode. In this case there is a field across the sample, just
as occurs when we have water without ions between charged plates. We refer to this field
as the external, applied or uncompensated electric field. In general then we can think of
the total charge on the electrode as the sum of the image charge and the extra uncom-
pensated charge. In passing we emphasize again that in electrochemical systems it is not
possible to have uncompensated charge (i.e., unshiclded) on an electrode immersed in
electrolyte. However, it is possible in principle to place uncompensated charge on an
emersed electrode, so that there are physically realizable states resembling those of the
immersed model with uncompensated charge. However the uncompensated charge den-
sities reachable in practice are about 100 times smaller than the ones used in this paper.
In our calculations with uncompensated charge we have deliberately chosen charge den-
sities equal in magnitude to the image charge density in order to better understand the
effect of the surface field on the inner layer of water.

Finally we state again that the inner surface field is localized close to the metal, in contrast
to the field of uncompensated charge which extends across the entire sample. At the

surface the total surface field consists of the inner field and any applied field due to un-
compensated charge.

POSITIVELY CHARGED METAL IN WATER WITHOUT I0NS

Water is the common primary chemical species in all the calculations described in this
paper and it is important to know its behaviour in electric fields without the additional
structure changing effects of ions. In this simulation 158 ST2 model water molecules
were confined between the metal surface at z | = 0.931 nm and the 'dielectric’ wall at z
= -z,. Gap between surfaces is Az = 1.862 nm = L the edge length of the simulation cell.
The water film thickness corresponds to about 4.5 layers of water. For comparison we
note that in the calculations of Lee, McCammon and Rosskyw there were 216 water ST2
molecules equivalent to about six layers. The image plane of the metal was at z = 0.931
nm the right hand surface. Left confining boundary is a dielectric surface (with dielectric
Constant £=1) with no image field. The repulsive part of the 9-3 potentials on both sides
of the box began at 1zi=0.682 nm.

There are no ions in this sample. The electric field across the system comes from (un-
Compensated) positive charge density of gr=g.. =+ 1 on plate with area L2, or equiv-
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alently an charge density of 0.29e/(nm)2. The electric field in vacuum due to this charge
is about 5.2 GV/m . Density profiles in the z direction were obtained by averaging 900
configurations over the xy plane. These profiles are shown in Figure 5. The total surface
field is just the applied field. Since the field attracts negative charge to the metal the water
orients with point charges PC_ST2 directed towards the metal. In comparing Figure 5
profiles with similar ones obtained by reversing the direction of the external field (not
shown here) we note there is slightly more structure in the negative field than in zero field
(not shown here) or the positive field (Figure 5). The structure is most prominent on the
metal side because the O-H bond is longer than PC-O bond and so the proton-proton im-

age interaction being larger pulls the water molecule closer to the metal.

In the PC_ST2 density profile in Figure 5 a distinct shoulder occurs at about 0.7 nm
clearly inside the repulsive region of the 9-3 potential. This is permitted because the wall
potential acts the center of the water molecule not the component atoms. That the system
is strongly polarized as shown by the z component of the dipole density pp(z)., and the
microscopic charge density pq(z). There is a very pronounced oscillation at the surface
in both profiles. Given the existence of oscillations in pwal(z) these are not unexpected.
What is not clear is whether they result from the superposition of two wall effects. This
has been checked with larger N simulations where they occur to the same degree implying
the oscillation is intrinsic to one surface. The microscopic charge density has a small
value in the interior region of the film and a large oscillation centered at approximately
0.7 nm. The dipole polarization shows large negative deviations at both surfaces, and a
uniform positive value across the interior. The behaviour of the dipole and charge den-
sities is that consistent with a high dielectric response material.

All the simple rigid water models display dielectric saturation at high fields because reo-
rientation is the possible relaxation process, and when the molecules are all highly oriented
the dielectric is saturated. In the fields in the calculations used by Brodsky et al?2 23
water was highly oriented and close to saturation, since their system like the one studied
here polarizes by molecular reorientation. We have also repeated our calculations in fields
up to 1.5 times stronger and find that the interior polarization increases linearly, implying
that dielectric saturation has not occurred. However the response of molecules near the
surface is different and the dipolar density did not increase linearly with the external field.

This is consistent with the presence of more highly oriented and more densely packed
water molecules next to the surfaces.

The question of dielectric response of thin films and near surfaces in larger systems is of

great interest. If we assume linear response of the electric polarization to an external field
then the dielectric constant is given by

=1-- j P(yd [14]

88




In the integrand P. is the dipole density parallel to the surface normal (z) averaged over
the xy plane. The electrode charge is g, and the integration limit is bounded z < L/2.
The central portion of the dipole density is linear in the applied field, and appears to
provide a convenient 'quick’ and unambiguous way to calculate the dielectric ‘constant’
£.. However in practise this is not easily realized because to check convergence one must

evaluate the integral for very large system to avoid interference from the walls.
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Figure 5. Water without any ijons between charged plates with gr= g, =+ 1. Component density profile
plots for 158 ST2 water molecules adjacent to charged metal electrode on right side. The total electric
charge density on the electrode is one positive electron on the simulation plate of area L2, where L = 1.862
nm. 0.29 e/(nm)2 The vacuum electric field is approximately 5 GV/m.

FLUORIDE SOLUTIONS. STRONG ELECTRIC FIELD EFFECTS

In this section we discuss several simulations performed with one and two fluorides in the
cell (effective ionic concentrations of 0.35 M and 0.70 M respectively) containing 157 and
156 water molecules respectively. We will show that at the higher concentration there is
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more dense oriented layer of surface water and that the inner surface electric field drives
the effect.

Figure 6 shows some representative results for one fluoride ion in the form of density
profiles for the fluoride ion and the atomic components of water. In this calculation

gr=gim=+1and g, = 0. The surface field arises from the negatively charged fluoride ion
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Figure 6. Adsorption of fluoride anions. Density profiles for one fluoride F and 157 ST2 water molecules
between a metal electrode and the dielectric boundary. Charge on the metal ¢r = g, =+ 1. Image plane at
z=0.931 nm . Repulsive portion of the wall potentials begin at Izl = 0.682 nm. Note oriented water layer
forming near the metal (rhs) with point charge (PC top curve) pointing at metal,

and its image. Because the ion is distributed uniformly in the xy plane the surface electric
field is similar to that inside a capacitor (with a 1.4 nm gap). Features in the water density
profiles near the metal surface resemble those already seen for water without ions in
Figure 5.
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Features on the left at the dielectric boundary do not compare well, in fact they resemble
water in zero field (not shown here). These results show that in the single ion case there
is no field at the dielectric and a high field at the metal surface. This indicates that the
inner field felt by surface waters is similar to the externally applied field in the absence
of ions. Closer comparison shows that at the metal side the water peaks are uniformly
stronger. In particular the PC_ST2 density profile shows a distinct peak near 0.75 nm, to
be compared with the shoulder at 0.7 nm in Figure 5. The extra height and structure may
be due to water in the solvation sheath of the fluoride ion at its position of closest ap-
proach. Recall that the fluoride ion is strongly hydrated and shows no propensity to
contact adsorb. Fluoride remains hydrated even at the point of closest approach (ca. 0.55
nm) to the metal. However at this distance the solvation shell is splayed against the
electrode. The distribution is broad (-0.4 nm to 0.5 nm, peak near 0.2 nm) covering almost
all accessible configuration space consistent with the ion being strongly hydrated and a
permanent resident of the diffuse layer. Note also that the fluoride distribution is diffuse
across the entire water film, and there being no hint of a sharp plane or barrier (equivalent
to an outer Helmholtz plane OHP in the traditional model) across which the ion is pre-
vented from passing. In these simulations the fluoride behaves more like a strongly hy-
drated ion in the Grahame model of the electric double layer. Figure 7 shows density
profiles for the case of two fluoride ions in the simulation cell with 156 water molecules.
The total microscopic charge density is also shown. Charge on the metal gr = gin =+ 2.
The density profile for two fluorides resembles that of a single fluoride except it is shifted
further from the metal (range is from -0.5 to 0.5 nm with the peak near 0.0 nm). The
electric field due to metal charge and ions is zero near the dielectric boundary as seen by
comparing water component profiles with previous two figures. The inner surface field
has a much higher value as judged by sharper more intense peaks near the metal surface.
The sharp water peak near 0.65 nm has twice the interior density value. Some of this
water has one PC pointing at the electrode. Also note that the fluoride density profile is
shifted away from the metal surface, consistent with the notion that the compacted layer
of surface water hinders the approach of strongly hydrated ions. This effect is consistent
with the concept of the OHP being approximately two water molecules distant from the
electrode. The position of the first H_ST2 peak, and the near surface oscillation in mi-
croscopic charge confirm the overall picture as described.

Next we show the importance of the long range interfacial dipole field by repeating the
calculation for one fluoride shown in Figure 6 with an uncompensated field equivalent to
a charge of one positive electron on the plate area L2 The charge on the metal is given
by gr= Gim+ que =+ 2, With gim=g,.=+ 1. Figure 8 shows the density profiles for one
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fluoride F and 157 ST2 water molecules between a charged metal electrode and a
dielectric boundary. Note the similarities in the density profiles for water and its com-
ponents in the range z > 0 nm in Figures 7 and 8. In this region the density profile almost

Number Density px(z) / nm™

-0.8 -0.4 0.0 0.4 0.8
Distance z / nm

Figure 7. Adsorption of anions continued. Density profiles for two fluoride F~ and 156 ST2 water mole-
cules between a metal electrode and the dielectric boundary. Charge on the metal gr=gi»=+2. Image
plane at z = 0.931 nm. Repulsive portion of the wall potentials begin at Izl = 0.682 nm. Note the high
density oriented water peak near 0.65 nm and the shift in the fluoride distribution away from the metal
compared to Figure 6.

superimpose. Since we have shown that the water profiles are sensitive to the electric field
it suggests that the inner fields are almost the same in the two cases. Furthermore these
calculations show that it is the field in the inner layer and not steric effects due to ions
that drives the structural changes.
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Figure 8. Adsorption of anions continued. Surface electric field effects. The charge on the metal is given
by ¢r = gim + quc =+ 2, With gin = gu.. =+ 1. Density profiles for one fluoride F" and 157 ST2 water molecules
between a charged metal electrode and a dielectric boundary. Note similarity of water and component

density profiles in Figure 7 for z > 0 nm. Image plane at z = 0.931 nm. Repulsive portion of the wall
potentials begin at izl = 0.682 nm.

ELECTRIC FIELD EFFECTS. CASE STUDY OF SODIUM FLUORIDE

In this section we consider the effect of interchanging anions and cations with similar
strengths of hydration. We have chosen NaF solutions to explore this case, and have
chosen to work also with an uncompensated field (quc = +1) to mimic higher effective
concentrations than actually used in the calculation.

Figure 9 shows the density profiles for a simulation with one fluoride F', two sodium ions
Na® and 155 ST2 water molecules between a charged metal electrode and a dielectric
boundary. The charge on the metal was gr = g, + guc =— 2, wWith gin = gu. =~ 1. Note that

even though the field has opposite sign there is a superficial similarity of water density
profile with those shown in Figure 7 and 8.
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Figure 9. Approximate equivalence interchanged anions and cations, part 1. The charge on the metal was
Gr = Gim+ Guc = — 2, With gin = g, =— 1. Note similarity of water and component density profiles in Figure
7. Density profiles for one fluoride F, two sodium jons Na* and 155 ST2 water molecules between a

charged metal electrode and a dielectric boundary. Image plane at z = 0.931 nm . Repulsive portion of the
wall potentials begin at Iz} = 0.682 nm.

Figure 10 displays the profiles for two fluoride F, one sodium ions Na* and 155 ST2
water molecules The charge on the metal was now positive gr=g,+ g, =2, with
Gim= quc =+ 1. Note similarity of water and component density profiles in Figure 7. Note
also that the density profiles for Na and F in Figures 9 and 10 when interchanged are al-
most the same. These calculation extend to mixed electrolytes the conclusion reached in

the last section that the water structure in the inner layer is the result of surface electric
fields.
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Figure 10. Approximate equivalence interchanged anions and cations, part 2. Note similarity of water and
component density profiles in Figure 7. The charge on the metal was positive gr=gin+ guc =2, with
G@im=qu. =+ 1. Density profiles for two fluoride F", one sodium ions Na* and 155 ST2 water molecules
between a charged metal electrode and a dielectric boundary. Image plane at z = 0.931 nm . Repulsive
portion of the wall potentials begin at Izl = 0.682 nm. .

SMALL CATION COADSORBED WITH IODIDE IONS

In this set of simulations we explore another important aspect of adsorption on metal
electrodes, namely the ability of strong contact adsorbers like iodide ions I' to adsorb on
positively charged electrodes in sufficient excess to change the sign of the charge at the
interface as observed by an ion in the diffuse layer. In this case cations are attracted out
of the diffuse layer region to compensate the excess negative ion charge at the interface.
The lithium ion was chosen as cation. We have performed these calculations without and
with uncompensated charge.

In the first case the charge on the metal was gr=gm=+1, and in the second case
9r = gin+ qu. = 2. Figure 11 displays the density profiles for all components of the system
and the microscopic charge density. The simulation time was 1000 ps with the first 100
ps discarded for equilibration, and then configurations were stored every 1.0 ps.
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Note that both iodide ions adsorbed in one sharply peaked distribution mostly inside the
onset of the repulsive wall region, but with a small tail out to smaller z positions. The
iodide distribution in zero field is characteristically different from the case when an at-
tractive field exists there being a longer tail into the electrolyte indicating a more weakly
bound state. The single Li ion occupies a (possibly weakly bimodal) diffuse-like distrib-
ution between -0.6 nm and 0.6 nm. The water profiles hint that the inner surface electric
field across the first water layer is weak because the iodide charge is so close to the metal,
i.e., the waters are outside the main part of the capacitor is this model. Additionally the

large size of the iodides tends to exclude some water from the surface.
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Figure 11. Coadsorption of ions. The charge on the metal was gr = g, =+ 1. Interface becomes effectively
negatively charged after the adsorption of two iodide ions, thereby attracting the positive Li ion. Density
profiles for two I', one lithium cation Li* and 155 ST2 water molecules using the immersed electrode model.

In the second case the charge on the metal was gr = gin + gu. =+ 2 due to the presence of
the extra charge q,. = +1. The net charge on the electrode repells the lithium ion. Figure
12 displays the density profiles for all components of the system and the charge density.
The simulation time was 1000 ps with the first 100 ps discarded for equilibration, con-
figurations were stored every 0.5 ps. Note that both iodide ions were adsorbed in a sharply
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peaked distribution that resembles the single adsorbed iodide distribution calculated by
Glosli and Philpott!®. The single Li ion occupies diffuse-like distribution between -0.6
nm and 0.3 nm and peaks around -0.1 nm. The region between 0.0 and 0.3 nm defines
a region of reduced probability of penetrating into inner layer and contacting either the
wall or the adsorbed iodide ions.

It is noticeable that the water structure near the metal surface though less well defined than
in the case of adsorbed fluoride (see Figures 7, 8 or 10) shows more structure than in
Figure 11. Overall the structure resembles water in the field of a positively charged
electrode as shown in Figure 5. Some artifacts are expected due to some surface PC
reaching the high field region between the iodide layer and the metal.

A final word of caution. The statistics for lithium ions in the simulations described in this
section are not as good as in previous calculations. The presence of two iodides on the
surface creates a rough surface and the calculations should be run several nanoseconds to

permit the positive ion to explore all configuration space.
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Figure 12. Coadsorption of ions continued. Density profiles for two I', one Li* and 155 ST2 water mole-
Cules next to immersed electrode. The charge on the metal Was gr = G, + Guc = + 2.
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CONCLUSIONS

In this paper we have shown how a simple model suffices to mimic many phenomena
familiar from experiments on electric double layers at the electrolyte-metal interface.
There was emphasis on electrostatic interactions and understanding the role played by the
inner surface field in driving structural changes in the surface water layer. This is ex-
pected to be important for all polar systems. A key element of the calculations was the
use of the fast multipole method to accurately and efficiently calculate coulomb inter-
actions so that macroscopic electric fields were computed correctly. Among the phe-
nomena studied were: an oriented boundary layer of water at the electrode when it is
charged, penetration of nominally diffuse layer species like hydrated fluoride into the inner
layer, and attraction of cations to a positively charged electrode induced by contact
adsorption of large ions like iodide.

Finally we point out that the techniques described in this report with minor modifications
can be extended to more complex systems, for example: microelectrodes, polymer coated
electrodes, biological membranes, globular protein surfaces, and clay surfaces.
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A new class of potential suitable for modeling the adsorption of water on different metal sites is
described. The new potentials are simple in form and convenient for use in computer simulations.
In their real space form they comprise three parts: A pairwise sum of spatially anisotropic 12-6
potentials, a pairwise sum of isotropic short range potentials, and an image potential. Two
modifications of the potential are developed. In the first, the anisotropi¢ potential acts only on the
oxygen atom and not on the protons. In the second, the potential acts on all the atoms of the water
molecule. In practical calculations it is convenient to transform the potential to a reciprocal space
form in the manner described by Steele [Surf. Sci. 36, 317 (1973)]. Adsorption of water at top,
bridge, and hollow sites on (100), (110), and (111) surfaces of Pt, Ni, Cu, and Al were studied using
two fitting parameters and the results compared with previous theoretical calculations. '

| INTRODUCTION

Understanding the properties and dynamic behavior of
water in the vicinity of metallic surfaces is of fundamental
jmportance in electrochemistry, catalysis, and the study of
corrosion. A variety of experimental techniques exist capable
of providing data about surface adsorbed water, e.g., those
described in the review of Thiel and Madey,1 surface infrared
spectroscopy by O’Grady? and Melendres,® and the x-ray
technique described by Toney and co-workers.* Computer
simulations play an important role by providing detailed mi-
croscopic insight about the water multilayers, which is cur-
rently unavailable from laboratory experiments. A matter of
primary importance for performing a computer simiulation is,
of course, the knowledge of the relevant interactions. Our
purpose in this paper is to describe a new. simple potential
function useful for molecular dynamics : simulations of
metal~aqueous interfaces. The ,weight of experimental and
theoretical -evidence to be surveyed briefly later, supports the
adsorption of water with oxygen atom down on the top site
of a metal surface. In contrast a pairwise sum - of 12-6
Lennard-Jones (LJ) potentials predicts the binding energy or-
der for adsorption as hollow>>bridge>top sites. It is also
clear that the electronic properties of the metal play a critical
role in the interaction with water which is weakly chemi-
sorbed rather than physisorbed, and that the chemisorption
bond directs adsorption to the top site. The key idea in our
development is the introduction of a simple angular depen-
dence into the traditional 12-6 Lennard-Jones potential to
mimic the directionality of the chemisorptive bond.

In the earliest studies the water-surface potential was
Usumed to have two components, image terms to describe
the polarization interaction of molecular charge with the con-
duction electrons and 12-6 Lennard-Jones terms to account
f°.f Pauli repulsion and the dispersion attraction interaction
¥ith al] electrons in the core and conduction band. We will
Tfer to this latter part as the core term. Earlier efforts>®
described the interaction of a molecule and the conduction
lectrons of a metal often by truncating the image potential
fo ﬂ.le leading term. In practical computations, the core po-
“ntial part often appears in its integrated form which, within

d
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the first-order approximation, is a 10-4 or 9-3 potential.

These models, though reasonable at first sight, fail to predict
orientational properties of water molecules chemisorbed on
the surface of a transition metal. Existing experimental data’
for the work function change suggest that the water dipoles
tend to orient perpendicular to the surface rather than parallel
to it. In the case of low index faces where the metal atoms
are explicitly taken into account, the above-mentioned water-
wall potential leads to a conclusion that the preferred adsorp-
tion is on the hollow sites of :the surface.5 This contradicts
the weight of evidence that an adsorption on top of the metal
atom is the preferred site, as indicated by both the experi-
mental observations’ and the qilantum mechanical
calculations.!®~'* It is therefore a challenge to find a water—
metal surface potential function that is simple in form and
still describes the observed preferences. .

Extended Hiickel molecular orbital calculations of a wa-
ter molecule on top of a cluster of five platinum atoms'
were used by Spohr and Heinzinger'® and Spohr'® to fit the
water-surface potential-to a set of exponential functions.
Berkowitz  and co-workers'”!® have prescribed potential
functions for water—Pt(100) -and water—Pt(111) interfaces
based on the Heinzinger—Spohr form, but incorporating the
lattice symmetry and corrugation explicitly. These potentials
usefully describe the chemisorption bonding, but not the im-
age contribution or its contribution to long range interfacial
electric fields. In a quite separate approach Siepmann -and
Sprik! have modified the bond-angle-dependent potentials
developed for covalent solids®® by the use of overlapping
Gaussian charge distributions centered at the metal atoms, as
a compromise between the image charge formalism and a
microscopic description of the electronic structure. These
more complicated potential models are in qualitative agree-
ment with more elaborate ab initio calculations and existing
experimental data. -

Finally, we make a comment about Xe on Pt, another
weak chemisorption system. Recently, Barker and Rettner”!
have used a large body of energy and angle resolved gas-
surface scattering data to derive a benchmark potential for
the Xe~Pt(111) system. For water—metal systems there is
currently no single molecule-surface scattering data and a
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much less sophisticated approach to deriving a potential is
desirable.

il. POTENTIAL ENERGY FUNCTION -

The physisorption of molecules on insulators has beén '

usefully modeled in many cases using a pairwise sum of

atom-atom Lennard-Jones 12-6 potentials and r ! Coulombv

potentials. The extension of this model to a metal would
describe the molecule-core electron interaction with a .
Lennard-Jones (LJ) potential and the molecule-conduction - .
electron interaction with an image potential. In practice the
Lennard-Jones potential also includes Pauli repulsion and at-..

tractive dispersion interactions for all the electrons making -
up the metal. This does not work for water, or for that matter .

the adsorption of Xe atoms on pt.2! Many-body effects other
than those giving the asymptotic image interaction are ex-
pected to be important for the adsorption on metals. It is not
correct to treat a metal surface as a simple assembly of un-
correlated atoms; nonadditive interactions should be incorpo-
rated. However, to obtain a concise potential in a form which
is convenient for adjusting parameters and useful in com-
puter simulations, it would bé very helpful if one could treat
the many-body contribution in an approximate but effective

‘manner. In this section, we show that this possibility indeed

exists. Introducing angular dependence into the traditional LJ
potential can make the top site ‘most favored for a water
molecule in an oxygen down geometry.

-The two potentials described below are labeled Al-and
A2, the latter being the all atom model. In both there is a LJ
potential modified by incorporation of angular dependence.
Instead of spherical symmetry, the repulsive and attractive
parts have the symmetry of an ellipsoid of revolution. Sev-
eral interactions contribute to-angular dependent terms:: First
is the chemisorptive bond intéraction involving mixing of
orbitals from the metal and oxygen, another comes from the
interaction between the petrmanent dipole moment of the ad-
sorbed molecule and the induced moment of the solid
atom.? Repulsions due to overlap of electron clouds at short
separations are also considered in'this modification. In addi-
tion, extra terms proportional to ™" are introduced to mimic
short-range bonding that pulls the oxygen atom closer to the

top atom. These angular dependent, short-range interactions

allow better modeling of the adsorption-of water on metal
surfaces. In simulations where metal atom dynamics and sur-
face reconstruction are not considered, it is useful to explic-
itly incorporate surface lattice. translational -:symmetry using
the method first proposed by Hove and Krumhansl®® and
subsequently universally adopted.?#% :

In both models, the potential for one molecule interact-
ing with the metal is written

Vw met ™ Vw cond+ Vw~core s . (1)

where the first term represents the water molecule-
conduction eléctron potential and the second term the
molecule-core electron contribution. As.usual, we approxi-
mate the first term by a classical image potential. The image
charge gim,,. Of a classical point charge ¢ is located at the
symmetncal position below the image plane and has the
magmtude

~ecule modeled by point sites, each point charge interacts With
~all the image charges by means of a Coulomb potentia]

- where the index [ stands for the real charge and k for th,

-short-range potential and the short-range r~." potential (y

then the d1$tance between atom j-and the parncle pis wrltteﬂ
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: 1—¢ o
qimage=ITE: q. | (2)

The “correct” choice of the image plane position has begy
the subject of much debate. It is not deeper into the ety
than the first nuclear plane for low index faces. This ig the
position we will assume. For a grounded ideal meta, the
relative permittivity e, is infinite, and Gimage— —4- For amg.

’ 919k v
Vacond=24 5 >
. Wfond‘ Lk 2T1k (3]

image charge with ry; being their distance apart. Since th
polarization response of the surface changes with the adg;
tion of new molecules, Eq. (3) describes a nonadditive sy
face polarization.

The second term in Eq. (1) contains the anisotropi

integer) and so requires much more detailed description.

Vw—core Vw-an+ Vw -iST 2 ‘ 4 ) ‘ (4)

where V18 the isotropic short-range part and V.. con-
tains the anisotropic part. The anisotropic contribution comes
from many-body -effects including the polarization of cor
electrons of the metal atoms. Next we construct both these
parts separately using pairwise sums and then use transh-
tional periodicity to reduce them to usable forms: Henceforth
we -drop explicit reference to water (label w). -

To begin, consider a perfect crystal surface in which the
basic. vectors of the lattice are a; and a,. Next consider 2
point particle p at r,=(p,,z,) where z,, is the perpendicular
distance above the surface and p, is the projection of r, onto
the surface plane. The-label p stands for O or either of two H
atoms. For convenience we.choose the x axis to be parallel to
a, and take origin to be at the inversion center of the first
lattice plane. Let the atoms j of the surface plane be located
at . : .

) l-=n1j5,+n2]~a2 . L (5)

Tpi= N pPJ + Zm’ o @

where ppj-— pj+ypj, and x

pi*Ypi ,Z,,, are the components of

the vector _ |
i —_ ' . 7
rpj_rp lj . ’ ( )

In this frame the anisotropic part of the potential has the
form o
3}

(@)

Wthh in essence, is a generalization of the well-known 126
Lennard-Jones interaction. Here « is a scaling parameter thé!

o s ) 6 0,2,
Vilpir)=ae ( s )_( T
R TR \apy) (Pj/‘?)zfzpj
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cts differently on the repulsive and attractive parts and gives
1 Potentlal its anisotropy between directions in the xy
Jane and the z axis. In our calculations a was set equal to
8, since much smaller values would not be consistent with
yeakly chemisorbed molecules. The summation in Eq. (8) is
oken over all atoms j of the surface.

The short-range isotropic contribution can, in general, be
fescribed as

- Culp)h, |
Vlnpi)= 462 =L 0)
\ j 2]

shere C,, is a fitting parameter with n ‘being ‘an integer. The
scale factors ps and &, are separated for mathematical con-

yenience.’ :
Now that we have described the form of the water—core

interactions for the two models we can write down the com-
plete potenuals for the two cases. In the first model (Al) we

have

| .VA_I = W{Oﬁd'+‘vm(o;r0) + ,Visr(8 ’O; l'0)

— 2 Vis(6,H,ry).- (10)
. H ‘
In the second model (A2) we have
VAZ - Vw-cond+ Va.n(o 1'0) + Vlsr( 10 0, l'0)
+2 [ValH; rﬂ>+ Via10,H; rﬂ)] 1)

Note that in'the second model A2, both the oxygen and hy-
drogen atoms in water interact with the metal atoms through
the anisotropic Lennard Jones potentlal and the short-range
interaction now has an inverse tenth power dependence. This
latter change is needed to describe the atomic polarization
under strong electric field near the metal surface. The physi-
cal origin of such electrostatic field is the deformation of the
electron cloud within a metal 2’~?° We shall show that model
A2 i 1mproves the binding energy, the equlhbnum distance,

the cost of more complexity. .
Following the derivation of Steele,?*? the lattice sum in
Eq. (8) is transformed to reciprocal space .

v e, a';,g ‘ azazs
w(PiTp)=—7 — 102220 ~ a7
10 {e:\° o
+§ G(g_] ’g] P) 60a 2z Ks(gjz/oz)‘
i .
— a4o';s 'z'i Kz( agjz)” . (12)

In the above equation, the label p is omitted on the right-
hand side from p and z, A,y is the surface area of a unit
lattice cell, K, (&) stands for mth order modified Bessel func-
tion of the second kind, and G(g; ;:8;°p) includes contribu-
tions from all the trigonometric factors cos(g;-p) with the
Testriction that the magnitude of g; is a constant, equal to g;.

and the adsorption via hydrogen atoms over model Al but at
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Analogously the short-range component Vi can be writ-

ten
: 8me, 0 C,(P) 1 o\ "2
e N psYpstn ps
Visn.pir,) = Acen n-2 ( z )
B ’20_71'2,
. ps
+ G(g;:g;p) miz=11
&
g nf2—1 ) ,
X(i Kn/2—1(g_jz)] (13)

in terms of the same set of geometric factors G. Note that the
G factors depend on the symmetry of the lattice plane and
are different for (111),(100), and (110) planes. :

We conclude with explicit lists of the geometric factors
for each of the three main low iridex planes starting with the
square lattice. For the (100) plane where |a,|=|a,|=a/{2 and
A =a’/2, the lengths of the two-dimensional g; vectors in
the reciprocal lattice space are given by

2w 2 o
8= (g,1+812) " (14)

where a is the lattice constant, g;; and g;, are integers,
which satisfy g;=constant. Accordingly, we write the dot
product of g; and p as

27
g P="— (g,1x+g,zy) (15)

Straightforward manipulation of Egs. (14) and (15) leads to
the following explicit expressions for the first five leading
terms of the corrugation factors G:

G(g1381-p)=cos Bx+cos By,
Glg2:82P)=2 c0s Bx c0s By,
p)=cos 2Bxx+cos ZHyy,

G(g4384-py=2(cos 28,x cos Byy
+cos B.x cos 2,Byy),

G(gs3;8s-

and
G(gs;8sp)=2 cos 4B,x cos 4Byy,
corresponding to g, = Bx » 827 \IZBX > 83 2Bx » .g4= ‘ISBx »
and gs=2g,. In the above equations; B,= B,=2y27/a. .
The situation for (110) ‘surface is similar, except for
la;|=]a,l/y2=a/{2. Accordingly, Eq. (14) is replaced by

2
8j=7 (28121*'8,?2)“2 (16)

which leads to
2
g p=—- (v2gj1x+gj2y)-
Since the Fourier series converges relatively slowly at small

z for this surface, we keep the first ten terms, corresponding
to g1=27la, §,=428,, §3= 381, 84=281, &5=V081,
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=28,, 7=381, 8s=J118;, 89=2¢83, and g;0=4¢;.
These corrugation components have the form of

G(g1:8;1-p)=cos By,
G(g2:82° pP)=c0s B,x,
G(g3:83°p)=2 cos B,x cos By,
G(ga;84 P) =005 2B,y,
G(gs;gs P)=2 cos Pix cos 28,y,
G(g¢:86° p)=cos 2B,x,
G(g7:8;-p)=cos 3B,y+2 cos 2B,xv cos B,y,
G(gs:8s°p)=2 cos Byx cos 3By,
' Glgs385 p)=2 c0s 2B,x cos 2.y,
and : '
G(g103810°P)=cos 4B,y

with B, =g, and B,=g,.
In the case of (111) plane la;|=lal=a/y2 and

Aag=y3a 212. The magnitude of g; is evaluated by

4qr :
&= (8?1'*'8?2"81'18;2)”2, | (17) -

which gives £,=28,, 2=V381, 83=281, 84=V781,
g5=3g,--- with B,=2y2w/a and B,= 2/3,/43 For such
configuration, the dot product

& p—g— [(2g,1 8;2)x/3+ g5y (18)
yielding the first five terms in the Fourier series:
Glg1381-p)=cos 2B,y +2 cos B.x cos Byy,
G(gy:8, p)=cos 2B,x+2 cos B,x cos 3B,y,
G(g3:8-p)=cos 4B,y+2 cos 23,x cés 2B,y,
G(84;84° P)=2(cos 3B,x cos B,y
+co§ 2 Bxi cos 48,y
+cos B,x cos 58,y),
G(gs;gs-p)=cos 68,y +2 cos Qﬁxx cos 38,y.

In most cases, only the first few expansion terms are neces-
sary to achieve sufficient accuracy. However, for some ex-
treme conditions, there may be a need to keep more terms.

TABLE I. Potential parameters (Ref. 33) and lattice constants (Ref. 30) for
various metals.

Metals € (kl/mol) o (om) a (nm)
Al 37.84 0.262 0.405
© Cu 39.49 0.234 0.362
Ni 50.14 0.228 0352
Pt 6577 0254 0392
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TABLE I Potential parameters. «=0.8, ¢,,=0.316 nm, 05=0.28¢ o,
03=0.256 nm, €,=0.650 kJ/mol, €,=0.229 kI/mol, §;=0.0845 Kl /o),

Metals Cp©)  Cp®) Cs Q) G
Al 1.60 .0 232 13
Ni 1.25 0.8 185 | 1.1
Pt 128 12 143 075

Il. RESULTS AND DISCUSSION

In this section we describe calculations with the tw,
forms of the potential for different low index planes of some
fcc metals. In all the calculations, we set a=0.8, which re.
duces the effective radius for the repulsion and increases the
radius for the attraction through inverse dependence in the
second term of Eq. (8), when the projection vector p,,; is not
null. The simple point charge model SPC/E is used to repre-
sent the water molecule. Its geometry, partial charges, ang
Lennard-Jones parameters are used for model Al. For mode]
A2, the Lennard-Jones parameters were teplaced by taking
the oxygen as a neon atom with 0,=0.286 nm, €,=0.229
kJ/mol,*® and hydrogen as a helium, with o;=0.256 nm, and
€;=0.0845 kJ/mol.**

The Lennard-Jones parameters for the metals were taken
from the literature. Table I lists' the potentlal parameters
evaluated from a variety of crystalline state physical proper-
ties at a wide range of temperatures 3233 and the lattice
constants™ for a selected set of metals. To get the coupling
parameters (so-called mixed Lennard-Jones parameters,
needed for the two forms of potential described in the lag
section we used the parameters just described and the well
known Kong’s combining rules.>* This limits the number o
the fitting parameters to the two C’s in Egs. (9)—(11), excep
in the case of Al where there was only one parameter. I
passing we comment that since the Lennard-Jones radii an
energies used in A2 do not depend on the particular model
readjustment of parameters for other water models that havi
different geometry and point charges is straightforward.

Reported in Table II are the coefficients for the angul:
independent, short-range interactions in V;g of Egs. (9)- (1
obtained by a fit to the ab initio binding energies of water o
Ni(111), Pt(100),'° and Al(100)."" For the case of alumi
num, we simplified the calculation further by settin
C1o(H)=0. In this study, we define the atop site as the posi

TABLE III. Adsorption energies of water on nickel surfaces (in units !
KJ/mol). A: A top; B: bridge site; H: hollow site; A1, A2: present work; YV
Ref. 14; SS: Ref. 19; same for Tables IV-VL

Al A2 Yw ss
(100) A —45.07 —44.69 —49.0
(100) B —-28.53 —-28.12
(100) H —21.43 —-22.89
(110) A —46.59 —44.58 -559
(110) B —-29.30 —26.95
(110) H ~13.00 -18.17 -
(1) A —44.54 —44.86 —~4435 ~433
(111) B -30.07 -29.34 -291 ~283
(11D H —28.50 —26.65 —28.65 -274

1 Ohearn Dbain Vsl 400 Na O 1 Aav 1004




LE IV. Adsorption energeis of water on aluminum surfaces (in units of
gimol). MH: Ref. 11.

Al A2 MH
1100) A —-51.19 —52.33 —51.14
f100) B -23.72 -22.13 ~24.12
(100) H -15.16 ~16.83 —14.47
(110) A -53.06 -52.53
(110) B -24.91 —21.57

(110) H —7.64 -13.08

(1) A —50.14 . —52.18

(111) B -25.19 ~23.00

tion right above a metal atom, the bridge site as the position
above the middle point of the a; vector, and the hollow site is
the one with a second layer metal atom underneath. There is
a complication that we did not consider.in our calculations.
According to the calculations of Yang and Whitten'* for Ni,
the adsorption energy for the hollow site with no second
layer metal atom underneath is 9.59 kJ/mol larger than the
one with the atom. We considered this effect to be beyond
the scope of the present model and so we took an average
yalue of the two, =28.65 kJ/mol, as the criterion for com-
parison. It should also be mentioned that all the quantum-
mechanical calculation results are based on small clusters,
and may depart from the surface results significantly.

Although the fitting procedure is for specific low index
faces, the parameters determined are equally applicable to
other types of crystallographic structure as well as to discrete
atomic layers. This can clearly be seen from Tables III-V
where comparisons with results from other potential func-
tions and/or molecular orbital calculations are given. Keep in
mind that two assumptions are implicit in the above state-
ment: pairwise additivity approximation for non-Coulombic
interactions and the validity of the combining rule. Also note
that the adsorption energies were calculated for a molecular
orientation with the oxygen atom closest to the surface
(“oxygen atom down™) and with the vector bisecting the
H-O-H bond angle perpendicular to the interface, and the
line connecting the two hydrogen atoms parallel to the x axis
(parallel to a,). These calculated results are consistent with
experimental measurements,”> 3% although quantitative de-
termination of the adsorption energy of water on metal sur-
face is difficult and the data are not currently available.

S.-B. Zhu and M. R. Philpott: Interaction of water with metal surfaces
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According to our calculations, the equilibrium distances
between the oxygen atom of the water molecule and the
Ni(111) surface at atop, bridge, and hollow sites are, respec-
tively, 0.25, 0.26, 0.27 nm for model Al and 0.22, 0.24, 0.24
nm for model A2, compared with 0.206, 0.209, 0.210 nm of
Yang and Whitten.!* Both our models predict an equilibrium
distance that is too large compared to the ab initio calcula-
tions. Model A2 is marginally “better” than Al in yielding
the bond distances that are smaller and closer to the cluster
calculation. Experience with the Xe—Pt potential offers use-
ful insight here. Barker and Rettner! pointed out that quan-
tum chemistry cluster calculations which attempt to approxi-
mate the r " attractive dispersion interactions by
exponentials will tend to give equilibrium bond distances
that are too short. '

According to the calculation of Yang and Whitten,* the
adsorption energy of water on Ni(111) surface is shifted up-
ward by 5.02 kJ/mol when the molecule on the atop site
rotates about the C,, axis by 90° so the H~H line becomes
parallel to the y axis. In our model, the energy difference
turns out to be much smaller since the distances from the

_hydrogen nuclei to the nearest Ni atom remain the same after

the rotation. It seems that the energy shift observed by Yang
and Whitten arises from some binding contributions absent
in the present model.

It is informative to examine the energy variation with
respect to ¢ which is defined as the angle between the mo-
lecular dipole moment vector and the z axis normal to the
surface. In particular, rotating the water molecule on the
Ni(111) surface (keeping zq fixed at the equilibrium dis-
tance) by ¢=49.75° in the xz plane increases the binding
energy to 164 kJ/mol for model Al and to —2.94 kJ/mol for
model A2 at atop site, to 135 and —21.5 kJ/mol at the bridge
site, and to 70.1 and —17.4 kJ/mol at the hollow site. On the
other hand, the value calculated by Yang and Whitten'* for
the atop site at ¢=52.25° is 25.10 kJ/mol. There is a 5°
difference in the H-O-H bond angle of the SPC/E model
compared to the geometry of water in the ab initio cluster.
However we have chosen ¢ such that one of our O—H bonds
makes the same angle relative to the z axis as in the Yang-
Whitten calculation. Clearly A1 overestimates the rotational
barrier while A2 underestimates the rotational barrier.

By allowing the molecular dipole to change its direction
along the yz plane, using  to measure the angle between the
dipole vector and the surface normal, we are able to study

TABLE V. Adsorption energies of water on platinum surfaces (in units of kJ/mol). SH: Ref. 16; RFMB: Ref.

18; HB: Ref.10; FRB: Ref. 17.

Al A2 SS SH RFMB HB FRB
(100) A —48.35 —48.58 -433 —35.7 —48.25 —39.5
(100) B —34.42 —28.26 —22.2 -16.3 . =220
(100) H —27.80 —22.32 —-20.7 -12.1 © =2794 —82
(110) A —48.24 —48.00
(110) B —33.82 -27.27
(110) H —19.61 -1738
(1tH A —48.71 —49.19 —40.7
(111) B —36.23 —29.29 -26.1
i u —34.54 -21.36 -23.9
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TABLE: VL. Adsorption energies of water on copper surfaces (in units of
kJ/mol).-RLL: Ref. 12. ;

Al A2 RLL
(100) A ~38.57 —37.87 ~36.66 . -
(100) B ~24.01 —24.08 R
(100)H 1771 ~19.60
(110) A —40.41 —37.33
(110) B ~2457 -23.17
(110) H ~10.69 ~15.69
(un A - ~38.08 —38.38
(1) B . —2547 . 2497
(1) B ~2391 . —23.49

dependence of the binding energy upon molecular tilt. Suc-
cessively tilting ‘the water molécule in increments of 10°
from the surface normal (¢=0) changes the binding energy
at the top site to —43.65 (y=10°), —40.86 (=20°), —35.86
(p=30°), —28.09 (xp—40°) ~16.55 ($=50°), 0.32 (y=60°)
kJ/mol for model ‘Al and to —44.89, —44.96, ~45.06,
'-45.10, ~44.95, —44.32 kJ/mol for model A2. By compari-
‘'son, the corresponding values of Yang and Whitten were:
—47.28, —48:12, —48.12, —45.19, —41.00, —35.98 kJ/mol.
“The energies computed from A1 show a monotonic increase,
the quantum calculation result displays a minimum around
$=20°-30°. For model A2, the energy minimum is around
#=30°—40°. These discrepancies should not affect the com-
‘puter simulation results significantly since they only affect
‘the water in contact with the surface and decrease rapidly
with increasing distance z.

" The Lennard-Jones parameters obtained from thermody-
‘namic data suggest that Cu, Ag, Au, and Ni form a single
class, and Pt yet another with stronger binding. Using the

fitting coefficients of Ni, we are’able to predict the énergies

for adsorption on copper surfaces. The results are given in
Table VI, and show that the predicted bindirig energy of wa-
ter molecule right above a metal atom of Cu(100), —38.57
kJ/mol at 0.25 nm for model Al anid —37.87 kJ/mol at 0.22
nni for model A2, is in accord with the ab initio results of
Ribarsky ‘and co-workes,'> namely —36.66 kJ/mol at 0.220
nm. , A

All the potential surfaces depicted in Tables I VI indi-
“cate ‘a preference for water to adopt orientations in which
‘water dipole moment points away from the interface and the
oxygen sits down on the surface with the on top site being
the site with greatest binding energy. If more experimental
data were available the potentlals described here could be
further refined.

Using the parameters reported in Tables I and II, we plot
the potential energy curves calcnlated from. the analytical
formulas derived in Sec. II for one oriented water molecule
adsorbed at different sites on low index faces of platinum.
The results are shown by the curves in Figs. 1-3. For com-
parison, we also plot the potential energies (data points) ob-
tained from the direct summation of pairwise interaction.
Both sets of calculations explicitly included the top two lay-
ers of metal surface atoms and approximated the remainder
of the crystal by means of the 9-3 potential that comes from
treating the remaining half-space in the continuum limit. As
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FIG. 1. Water-Pt(100) potential (model A2) as a.function of .«
oxygen atom from surface plane. The molecule lies in y=con:
with dipole moment vector parallel to surface normal and ox
down. Symbols: direct surms of pairwise energy. Curvcs Fourier
pansion.

can be seen there, the agreement between these tw:
computations is ‘excellent. The largest deviations, ha
ible in the plots, occur when the partlcle-wall distanc
short. Since the use of the transformed form of the |
energy is computationally much more, econormca
summation of pairwise interaction is not necessary
puter simulations unless melusmn of the thermal mc
the metal atoms is desired. In Figs. 1-3, about 75¢
adsorption energy on the atop site comes from the int
with the nearest metal atom. For the brldge s1te ont
hand, the contribution from the two nearest peigl
about 65%. By comparing the potentials at distances
than 0.35 nm in Figs. 1-3 we see that the corrugatlm
tial decays very rapidly with distance z fro_n__1 the m
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FIG. 2. Water—Pt(110) potential {(model A2) as a function of di
oxygen atom from surface plane. The molecule lies in y=const
with dipole moment vector parallel to surface normal and oxy
down. Symbols: du'ect sums of pair-wise energy. Curves: Four
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fG. 3. water—Pt(111) potential (model A2) as a function of distance of
oxygen atom from surface plane. The molecule lies in y=constant plane

with dipole moment vector parallel to- surface normal and oxygen .atom-

down. Symbols: direct sums of pair-wise energy. Curves: Fourier series
expansion.

face. However if the first layer of water is strongly bound in
an ordered array then indirect effects of corrugation will be
felt further out. .

When angle dependence of the potential is turned off
[e=1and C,(p) =0], the top site becomes th,e site of weak-
est binding. This is shown for the Pt(111) surface and model
A2 in Fig. 4. Figure 4 shows how anisotropy is important in
lowering energy of the top site and in decreasing the metal~
oxygen bond distance. As mentioned above, introduction of
the angular dependent, short-range interactions to represent
chemical bonding is essential for mimicing water adsorption
on metallic surfaces. The Lennard-Jones potential function
does not produce the correct preferential adsorption site. By

100 | |
3
3 A-top site
2 50} - Bridge site .
) Hollow site
2 - Coulomb
]
K]
T 0F M\ emmoooio
9 - ‘ ///’—_’
o 7z
o

~-50 | L 1 ] 1

0.1 02 03 0.4 0.5 06

Distance from Surface (nm)

F,IG- 4. Water-Pt{(111) potential without anisotropic and short-range isotro-

Ec tem_ The potential is a sum of the conventional 12-6 Lennard-Jones
etaction and the Coulomb interaction between real and image charges.
¢ Coulombic image potential is also plotted separately to show its weak z

Vesendence. The molecule lies in y=constant plane with dipole moment
or paralle] to surface normal and oxygen atom down.
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adding the angular dependent, short-range interactions, the
potential well for atop site deepens and shifts towards small
z, while for the bridge and hollow sites the influence is just
opposite. This reverses the preference order for-adsorption
energies. The contribution from image interactions. is also
shown in Fig. 4. : Sl

In Fig. 5 we plot the total energy of H,O-Pt(100) system
versus the O-surface separation. The mioleculat orientation is
such that one O—-H bond vector is perpendicular to the hori-
zontal surface plane with one hydrogen pointing directly at
the surface. The other O—H bond lies in the xz plane point-
ing away from the surface at an oblique angle. This mimics
the situation where chemisorption is through the hydrogen
atom. For such a configuration, we obtain the binding. ener-
gies of —27.03 kJ/mol at 0.33 nm for the atop site, —16.87

‘kJ/mol at 0.35 nm for the bridge site, and —14.43 kJ/mol at

0.352 nm for the hollow site (model A2). The conespopging
values from the molecular orbital calculation of Holloway
and Bennemann' are —24.18 kJ/mol at 0.265 nm for the
first position and —5.94 kJ/mol at 0.268 nm for the third
position. Model A1 does not predict any significant adsorp-
tion via hydrogen atom. Note that the shift in minima for
oxygen versus hydrogen down is approximately 0.1 nim. This
is the shift observed by Toney et al.* in the experiments with
bulk water next to a silver surface when the electric field is
reversed. This is an added reason for.adopting potentials with
the form described here. :
Compared with -other analytical potential functions, the
present one is physically more meaningful. It contains a
small enough number of fitting parameters to not overly
prejudice the physics. In addition, the functional form is uni-
versal for studying water adsorption on various metal sur-
faces and can be directly used for systems in which the metal
atoms are explicitly taken into account. As new experimental
or theoretical data on the adsorption energy, etc., becomes

100 l‘ T T T I
\
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5 \
E . | .
2 s0fF Vo ~— A-top site 4
= v .- Bridge site
o VoL .
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©
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-50 ‘ 1 ) 1 1
0.25 0.30 0.35 0.40 0.45 0.50

Distance from Surface (nm)

FIG. 5. Water~Pt(100) potential (model A2) with H atom down. The poten-
tial is plotted as a function of distance of oxygen atom from the surface
plane. The molecule lies in y=constant plane with one O—H bond perpen-
dicular to the surface. Note shift in minima by approximately 0.1 nm and
reduced binding energies compared to the oxygen atom down orientation
shown in Fig. 1.
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available, it will be very easy to modify the potential func-
tion and refine the parameters. One possible channel of im-
provement of the present model is to add nonadditive inter-
actions such as electric polarizations or other many-body
interactions explicitly. Work on modifying the potentlals to
include electric polarization is in progress.
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Angle-resolved ultraviolet photoemission spectra using synchrotron radiation were measured for
oriented thin films of bis(1,2,5-thiadiazolo)-p-quinobis(1,3-dithiole) (BTQBT) on graphite. From
the photon energy dependence of normal emission spectra, the energy-band dispersion of 7r-bands
were observed for the highest (HOMO) and next highest (NHOMO) bands. This is the first
observation of intermolecular dispersion in a single-component organic molecular crystal. The
results demonstrate that the BTQBT molecules have a strong intermolecular interaction, which can
be derived from the introduction of a covalent interaction between sulfur atoms in addition to the
usual intermolecular interaction by van der Waals forces.

INTRODUCTION

The energy-band dispersion relation, E=E(k), is a fun-
damental basis for understanding the basic properties of sol-
ids, such as electrical conductivity and optical properties.
Angle-resolved  ultraviolet photoemission spectroscopy
(ARUPS) using synchrotron radiation is a powerful tech-
nique for directly measuring the valence band dispersion.
The technique is well established for inorganic solids, and
the band structures of various metals and semiconductors
have been extensively studied.'? ' '

For typical organic solids, the energy-band dispersion
has been difficult to observe, since (i) the band width is small
_(at most 0.1 eV) due to weak intermolecular van der Waals
lieraction,® and (ii) it is difficult to prepare well-oriented
Samples required for the ARUPS measurement. A few ex-
Kriments have, however, been reported during the past ten
ears.*° Seki et al.*" and Ueno e al.® first reported the ob-
¥mvation  of ~ intramolecular  energy-band  dispersion
f obands for oriented thin films of hexatriacon-
We  CH,(CH,);,CH, and cadmium arachidate
[CHa(CHz)wCOO]ZCd. Later, Fujimoto er al.” observed the

Spersion over the whole Brillouin zone for hexatriacontane,
d Ueno et ql.® obtained the complete energy-band disper-
| Jon for pentatriacontan-18-one CH,(CH,);(CO(CH,)sCHj.
V;IHCe the intramolecular (interatomic) interaction due to co-
onent chemical bonds is stronger than the intermolecular
_ \e, these compounds exhibit a sufficiently large band width
3;5 eV) to be observed experimentally. Recently, Schmeis-
§ T al® observed the intermolecular energy-band disper-

-zf!'Che n Bk

sion of sr-bands for oriented thin films of dicyanoquinonedi-

- imine (DCNQI)-metal complex, which were prepared using

an ingenious method by Wachtel et al.’® Due to the strong

charge transfer interaction between adjacent molecules and
metal ions, the band width of the complex is sufficiently
large (==0.5 eV) to be observed. o ,
Bis(1,2,5-thiadiazolo)-p-quinobis(1,3-dithiole) (BTQBT)
(Fig. 1) is a novel single-component organic semiconductor.

‘In contrast to multicomponent systems such as complexes

which have charge transfer interactions, single-component
semiconductors were designed to have a strong intermolecu-
lar int